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Executive Summary 
 
The Army’s modernization priority is the Network, the seamless integration of Warfighter and 
business applications, sensors, systems, services, and transport underpinned by common 
standards that conform to industry best practices wherever possible.  As the Army seeks 
proposals from industry, it is critical that all new technology conforms to a Common Operational 
Environment (COE) and integration standards.  
 
The CIO/G-6 in coordination with ASA (ALT), TRADOC, and other principal stakeholders, has 
developed these technical architecture documents to support the development of potential 
vendor solutions to capability gaps identified in the Network Integration Evaluation (NIE) 
Sources Sought announcement.  Industry partners should use this document as a guide to 
assist their integration activities. The Systems Under Evaluation (SUE) assessment factors and 
the Lab Based Risk Reduction (LBRR) will ensure compliance with the existing network. 

The increasing use of off the shelf technologies and commercial standards is a critical step 
towards achieving the Army’s Network Vision of a single, secure, standards-based, versatile 
infrastructure that provides Warfighters with the information they need, when they need it, in any 
environment.  We owe it to our industry partners to outline the technical standards and to our 
soldiers to extend the enterprise to the tactical edge, remove their burden of integration and to 
seek cost-effective solutions in a timely and efficient manner. 
 
The NIE 15.1 Technical Architecture is released with the Sources Sought 15.1 by ASA (ALT).  
The seven annexes are: 

 
A – Routing & Switching 
B – Mission Command 
C – Quality of Service (QoS) 
D – Telephony (Voice)   
E –  NetOps  
F –  Information Assurance 
G –  Transport 

 
This guidance, including this EXSUM is effective for the duration of NIE 15.1 and will be 
superseded to refresh technical standards according to each NIE event and in accordance with 
DoD IT Standards (DISR) baselines, emerging technologies and Capability Set modifications.  
 
Points of contact for this action are MAJ Oliver Ford, Architecture Integration Officer, 
oliver.j.ford2@fm@mail.mil, (703) 545-1518 and CW4 Ralph Walton, AAIC Senior Technical 
Advisor, ralph.m.walton.mil@mail.mil, (703)545-1401.   
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1.0 Introduction – LandWarNet 
 
LandWarNet is defined as the Army’s portion of the Global Information Grid (GIG), consisting of 
all globally interconnected, end-to-end Army information capabilities supporting Warfighters, 
policy makers, and support personnel. As the Army’s enterprise system of systems, 
LandWarNet moves information through a seamless network that facilitates information-enabled 
Joint warfighting and supporting operations from the operational base to the tactical edge, down 
to the individual soldier. 
 
This vision (see Figure 1), underpinned by integrated architectures, enables, “one Mission 
Command System” as part of a single network and facilitates consistent alignment of joint 
capabilities across all layers of the network (platforms & sensors, applications, services, 
transport and standards)  in order to design and deploy an integrated system of systems.   
 

Figure 1:  The LandWarNet Vision 
 
2.0 Purpose  
 
Headquarters Department of the Army CIO/G-6 in coordination with ASA (ALT), has developed 
the NIE 15.1 Technical Architecture (TA) document which contains seven related annexes that 
tackle network design and integration constraints.  The TA’s role in the NIE process is to provide 
guidance to our industry partners when developing potential candidate solutions. 
While the Army has taken significant strides toward modernizing its Network capabilities over 
the past ten years, the effort has often occurred in an expeditious but somewhat disjointed 
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manner to meet immediate requirements of ongoing conflicts.  The Network Integration 
Evaluation (NIE), is a series of evaluations designed to accelerate the acquisition process for 
future Army network capabilities.   
 
3.0 Network Integration Evaluation 
 
NIE events will take place at Fort Bliss, Texas, and White Sands Missile Range, N.M., utilizing a 
Brigade Combat Team (BCT) and their equipment as exercising troops.  This BCT is a 
representative brigade consisting of heavy armor, Stryker and Infantry troops in order to assess 
new capabilities in the widest possible scope.  It will be managed by the NIE “TRIAD” – the 
Army Test and Evaluation Command (ATEC), the Brigade Modernization Command (BMC) and 
the System of Systems Engineering & Integration (SoSE&I) Directorate.   The main activities are 
listed below: 

1)  The first of these activities is the release of the Sources Sought announcement that 
defines the capability gaps identified for the following NIE event.  The TA may assist with 
general familiarity with a representative BCT network and also support the development 
of vendor white papers. 

2)  The System Under Evaluation Technical Interchange Meeting (SUE TIM) is the next 
main activity after initial selection and will take the form of a multi discipline forum that 
will seek to establish the validity of a vendor’s proposal based on the white paper 
submission and further concept refinement. 

3)  Lab Based Risk Reduction (LBRR) takes place at Aberdeen Proving Grounds.  Its 
purpose is to integrate potential vendor solutions in a virtual construct of a BCT including 
systems, applications and data.   

4)   NIE event participation is predicated on successfully completing the preceding 
activities and concludes in a full field exercise incorporating assessment of all 
participating systems under evaluation. 

4.0 The Agile Process 
 
The introduction of the Agile Process has provided a rapid path for the Army to respond to 
capability gaps in the existing networked and non-networked Warfighter environment.   A 
gap/opportunity combination is defined as any portion of a recognized TRADOC capability gap 
for which there appear to be near term solutions which could be rapidly fielded to the Army.  
Opportunities are defined as any potential change in DOTMLPF which offers significant 
improvements for one or more gaps and can be reasonably integrated into NIE 15.1 or NIE 
15.2.  Opportunities are often emerging technological and/or operational innovations which 
could solve immediate Army issues. 
 

• Phase 0 defines near-term requirements, using existing Operational Needs Statements, 
Joint Urgent Operational Needs Statements, combatant command integrated priority lists 
and relevant assessments from ongoing and past analyses. 

    
• Phase 1 solicits potential solutions. 
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• Phase 2 evaluates industry candidates through technical exchange meetings and lab 
analysis to determine the candidates’ technical maturity and ability to fit into the current 
network.  Phase 2 concludes with General Officer Steering Committee (GOSC) of the 
Systems Under Evaluation (SUE) list. 
 

• Phase 3 is the preparation phase of the NIE and includes platform integration, New 
Equipment Training (NET) and New Equipment Fielding (NEF). 
 

• Phase 4 follows with a series of exercises to include a network load exercise, validation 
exercise, a Garrison communications exercise, and a field communications exercise. 
 

• Phase 5 is the primary event, the NIE, which potentially conducts evaluations of 
program Systems Under Test (SUT) in addition to a concurrent or consecutive 
CAPSTONE event with SUE’s, executed by the Brigade Modernization Command 
(BMC).  The evaluation is designed to generate Doctrine, Organization, Training, 
Materiel, Leadership, Personnel, and Facilities (DOTMLPF) assessment to support 
acquisition strategy. 
 

• Phase 6, the Army will develop acquisition, resourcing and fielding strategies for 
selected solutions. 

Lessons learned from the NIEs have been applied to the process of producing, fielding and 
training units on Capability Sets and to align several key Army network Programs of Record 
(PORs).  

5.0 Key Operational Concepts 
 
Common Operating Environment 
 
The COE establishes a framework similar to industry best practices and is a key part of the 
broader enterprise network architecture. It establishes the premise that technical 
standardization is necessary to expedite development and fielding of new capabilities for the 
operational force.  The COE divides the Army enterprise into six interdependent computing 
environments (CE’s), each with its own characteristics and attributes.  Those six CE’s are: 
 

• Data Center/Cloud/Generating Force CE 

• Command Post CE 

• Mounted CE 

• Mobile/Handheld CE 

• Real Time/Safety Critical CE 

• Sensors CE   

 
The COE was developed by CIO/G6 in close coordination with ASA (ALT), which has published 
the co-signed COE Implementation Plan.  This plan describes the steps and schedule for 
bringing Army systems into compliance with the COE Architecture and in addition, new systems 
and applications built to common standards will: 
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• produce high-quality applications quickly and at less cost 

• improve security  

• reduce the complexities of configuration  

• facilitate straightforward training 

• simplify testing 

• make integration with existing systems and software easier and faster 

Colorless Core 
 
Colorless core is a simple concept that describes multiple data paths of potentially different 
security classification encapsulated into a single transmission path where previously 
transmissions and their transport would have been separate.  Colorless is a reference to the fact 
that individual classified or unclassified data paths are unidentifiable and hidden in the overall 
data stream.  The colorless core makes it easier to add new transmission mediums within the 
WAN architecture. This has several advantages: simplification and agility of the transport path 
as well as “hiding” potentially exploitable data packets amongst those of less sensitive content 
thereby making all packets safer by obscuration within a second encryption layer.  
 
Transport Convergence 
 
A key objective of the Army’s single, secure network is the removal of stovepipes either at the 
system or the transport layer. Convergence is planned to incorporate a number of currently 
separate domains onto the WIN-T network beginning with Intel and subsequently Joint 
Telemedicine and Logistics.  This effort is closely tied to the previous two enabling activities of 
MPLS and colorless core to ensure that traffic is routed efficiently and effectively to its 
destination. 
 
Improved Capacity for Communication at the Tactical Edge 
 
To improve network functionality and interoperability at the tactical level, the Army will 
implement a common tactical architecture geared to this particularly demanding environment, 
leveraging today’s major tactical network programs.  Capacity measures the underlying Network 
infrastructure’s ability to host and transport Warfighter information and applications.  A 
significant proportion of the Network infrastructures are radio systems.  DoD is moving towards 
non-proprietary, open source standards that permit greater use of commercial technologies and 
enable the transport of IP data over RF.  To increase capacity, the Army must:  

• Increase Network throughput while converging stove piped systems;  
• Extend enterprise services to a greater range of users  
• Provide “Relevant Information to the Edge” including the individual Soldier (see Figure 

6).  
 
Everything over Internet Protocol (EoIP) 
 
The DoD is moving from the current multiple and unique networks to a more interoperable and 
integrated plan for convergence to an Internet Protocol based network/technology shared by 
each service/agency.  This is accomplished by employing and adopting a family of EoIP 
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standards.  Under this EoIP evolution along with other strategies such as the Common 
Operating Environment (COE),  the Army is moving from the current multiple and unique 
networks as vertical silos to a converged Internet Protocol based on horizontally integrated 
network technologies, simplifying the network infrastructure, reducing operational complexity, 
and unifying network interfaces.  Implementation of EoIP brings the Army in line with 
commercial-sector norms.  Together with the COE, the possibility of using commercial-off-the-
shelf, or near COTS, solutions, especially for hardware such as radios, becomes more 
straightforward. 
 
6.0 The role of industry 
The Army seeks industry proposals in response to the NIE Sources Sought documentation.  It is 
important that all new proposals move towards the establishment of an integrated network 
baseline which conforms to the COE, using a joint approach and incorporating technologies in 
an EoIP information environment.  Where appropriate, increased use of non-proprietary “off the 
shelf” technologies and standards should increase innovation, cost efficiency and most 
importantly remove the burden of integration from the soldier.  

Figure 2: Soldier using NettWarrior equipment to access the network 
 



21 November 2013 

“Approved for public release” – HQDA CIO/G6-AAIC Director 
 

 
NIE 15.1 Technical Architecture 

 
 

Annex A – Routing & Switching 

 
 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

U.S. Army CIO/G-6 
 
 

 
 
 
 

UNCLASSIFIED 
 



NIE Technical Architecture for NIE 15.1        21 November 2013 

Annex A – Routing & Switching v2.81   

ii 
 

ARMY CIO/G-6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 

 
UNCLASSIFIED 

“Approved for public release” – HQDA CIO/G6-AAIC Director 

Revision History 
 

Version number Date of Issue Updates 

2.0 14 January 2013  

2.5 21 May 2013 Change to document title and 
content revision. 

2.8 15 Nov 2013 Update to standards. 

2.81 21 Nov 2013 Updates per ASA(ALT) COE 
adjudication. 

 

  



NIE Technical Architecture for NIE 15.1        21 November 2013 

Annex A – Routing & Switching v2.81   

iii 
 

ARMY CIO/G-6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 

 
UNCLASSIFIED 

“Approved for public release” – HQDA CIO/G6-AAIC Director 

Executive Summary 
 
The Army’s modernization priority is the Network, the seamless integration of Warfighter and 
business applications, sensors, systems, services, and transport underpinned by common 
standards that conform to industry best practices wherever possible.  As the Army seeks 
proposals from industry, it is critical that all new technology conforms to a Common Operational 
Environment (COE) and integration standards.  
 
The CIO/G-6 in coordination with ASA (ALT), TRADOC, and other principal stakeholders, has 
developed these technical architecture documents to support the development of potential 
vendor solutions to capability gaps identified in the Network Integration Evaluation (NIE) 
Sources Sought announcement.  Industry partners should use this document as a guide to 
assist their integration activities. The standards we provide use a top down approach to support 
the capability gaps and are limited to DISR.  However, vendors are encouraged to use industry 
standards outside this list as long as they coordinate integration with the appropriate PMs.  The 
Systems Under Evaluation (SUE) assessment factors and the Lab Based Risk Reduction 
(LBRR) will ensure compliance with the existing network. 

The increasing use of off the shelf technologies and commercial standards is a critical step 
towards achieving the Army’s Network Vision of a single, secure, standards-based, versatile 
infrastructure that provides Warfighters with the information they need, when they need it, in any 
environment.  We owe it to our industry partners to outline the technical standards and to our 
soldiers to extend the enterprise to the tactical edge, remove their burden of integration and to 
seek cost-effective solutions in a timely and efficient manner. 
 
The NIE 15.1 Technical Architecture is released with the Sources Sought by ASA(ALT).  The 
seven annexes are: 

 
A – Routing & Switching 
B – Mission Command 
C – Quality of Service (QoS) 
D – Telephony (Voice)   
E –  NetOps  
F –  Information Assurance 
G –  Transport 

 
This guidance, including this EXSUM is effective for the duration of NIE 15.1 and will be 
superseded to refresh technical standards according to each NIE event and in accordance with 
DoD IT Standards (DISR) baselines, emerging technologies and Capability Set modifications.  
 
Points of contact for this action are MAJ Oliver Ford, Architecture Integration Officer, 
oliver.j.ford2@fm@mail.mil, (703) 545-1518 and CW4 Ralph Walton, AAIC Senior Technical 
Advisor, ralph.m.walton.mil@mail.mil, (703)545-1401.   
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1.0 Scope of Routing & Switching 
Annex A describes the rules and standards for Routing and Switching in the context of a 
representative Brigade Combat Team (BCT). These standards are grouped by rules based on 
key capabilities/functions.  Details for implementation and anticipated Technology Friction 
Points (TFP) are included.  Supporting generic diagrams throughout the document place these 
standards and rules within the operational context of a logical and physical environment. 

Note: Brand name products or vendors listed in this document are of commercial products 
currently in use at the NIE and are provided to guide NIE participants in their integration 
activities.  Listing these products or vendors does not constitute an endorsement of any 
particular product or vendor by the U.S. Army. 

1.1 Routing & Switching Overview 

Annex A - Routing refers to the internal routing architecture design that supports IP transport 
within the BCT and the IP interfaces from the BCT network to the external IP networks.  Figure 
1 provides a high level overview of the interfacing required and provided for lower, mid, and 
upper tiers. 
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Figure 1: Network Configuration at Lower, Mid, and Upper Tiers 
(Adapted from CS 14 Network Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 

 

Routing on these three tiers is as follows: 

1. Upper Tier:  WIN-T provides the primary BCT backbone, with access points at BN and BDE CP and 
CO/BN/BDE CDR vehicles.  Most traffic is encrypted, whether classified or not, as part of the “colorless 
core” approach and this has routing implications for parts of the network that are not yet colorless core, 
which uses High Assurance Internet Protocol Encryptor (HAIPE), as illustrated in Figure 2 below.  Figure 3 
shows primary routing points and technologies used, including QoS Edge Device (QED), Generic Router 
Encapsulation (GRE), and Dynamic Multipoint Virtual Private Network (DMVPN), which support both unicast 
and multicast transport.  See details in Figures 3 and 4 below. 

2. Mid Tier – This tier is somewhat undefined and is a potential substitute if WIN-T NCW BLOS capability is 
not available.  It is transient, terrestrial, IP network between SRW in the Lower Tactical Internet (LTI) and 
WIN-T in the Upper Tactical Internet (UTI).  Accessibility from the LTI to the mid tier will be restricted to the 
FIRE support vehicle and CO CDR SNE vehicle.  The mid tier interface to WIN-T is on the CO CDR SNE 
vehicle plus some BN and BDE locations and supports unicast routing using RIP, as shown in Figure 9 
below.  WIN-T uses OSPF. 

3. Lower Tier – This consists of SRW at CO and PLT, operating at the SECRET level, for terrestrial IP and 
BLOS transport for most vehicles, meeting the design goal of a converged IP network to the dismounted 
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soldier at the tactical edge.  Tactical Data router (TDR) technology is planned for use in connecting SRW to 
WIN-T but is currently unfunded for CS 14, so connectivity is provided by a Primary SRW Gateway at the 
CO CDR vehicle SNE.   

 
Figure 2: WIN-T Incr. 2 Colorless Core 

(Source:  CS 14 Network Design Book 30 April 2013 DRAFT) 
 

The Routing protocols are as follows:  

• Exterior Gateway Protocols (EGPs) including Border Gateway Protocol (BGP) and Multicast Border 
Gateway Protocol (MBGP);  

• Internet Gateway Protocols (IGPs) including Routing Information Protocol (RIP);  
• Open Shortest Path First (OSPF);  
• Interior multicast  
• Ancillary   

 
The assumption is that all routers or radios that use Router Control Protocol (R2CP) also 
support these protocols.  Another assumption is that analog voice will be translated into digital 
packets at various echelons within BCT network architecture.   

Internet Gateway Protocols (IGPs) are used to route IP traffic between the Upper Tactical 
Internet (UTI) and Lower Tactical Internet (LTI) throughout WIN-T increments.  Border Gateway 
Protocol v4 (BGPv4) is used to connect to a regional hub.  The multicast routing protocols are 
used to support applications that require participation in directed broadcasts and should only 
advertise routes where required.  Users subscribe to broadcasts by utilizing versions of the 
Internet Group Management Protocol (IGMP).  The use of IGMP snooping is a better 
methodology as it alleviates the need to propagate join/leave requests across the network for 
multicast sessions.   

As part of the Army’s Everything over IP (EoIP) strategy, the use of Voice over Internet Protocol 
(VoIP), IP telephony and other applications require use of codecs.  For more detailed coverage, 
see Annex C - Quality of Service (QOS) and Annex D - Telephony. 

With respect to CS14, the focus is on the LTI mid-tier configurations for brigade (BDE) and 
battalion (BN) command nets, LTI for company command nets, LTI configurations for platoon 
(PLT) command nets, intra-BCT routing architectures, and BCT external routing interfaces. 
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Figure 3 depicts the components in a typical WIN-T Inc. 2 network node that are critical to the 
routing design. These include:  
 

• Colorless WAN routers that connect via IPv6 to the radios running HNW and NCW.  
• Dual stack IPv4 and IPv6 Local Area Network (LAN) routers that reside on the unclassified and classified 

security domains. 
• A dual stack IPv4/IPv6 WAN router (WANR) that connects to the HAIPE cipher text interface.  
• A router integrated within the Highband Networking Radios’ (HNR) baseband processing unit that runs the 

OSPFv3 routing protocol. The radio and the integrated router also run Request For Comments (RFC) 4938, 
“PPP Over Ethernet (PPPoE) Extensions for Credit Flow and Link Metrics,” that provides flow control 
between the router and the HNR radio.  

• A QOS Edge Device (QED) that provides measurement-based admission control and maintains “quality 
state” of all destinations and all active sessions.  

• A Transmission Control Protocol (TCP) performance-enhancing proxy (PEP) to optimize TCP transmissions 
over the NCW satellite links.  
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Figure 3: WIN-T IP Network Node 

(Source:  CS 14 Network Design Book DRAFT 30 April 2013) 
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The WIN-T network employs a layered routing approach, with three layers, as shown in Figure 
4. Each of these layers is independent of the other layers. Routing layers start from the 
outermost edge of the WIN-T network and move toward the core of the network. The outermost 
routing layer provides routing between the LAN routers (using DMVPN tunnels and OSPFv2), 
the middle layer provides routing between the HAIPEs (using the Secure Dynamic Discovery 
(SDD) protocol), and the inner most routing layer provides routing between the WAN routers 
(using OSPFv3).   

 

Figure 4: Layered Routing 
(Source:  CS 14 Network Design Book DRAFT 30 April 2013) 

 

1.2 Routing & Switching Decomposition 

The DoD Information Environment Architecture (DoD IEA) capabilities map well to Transport, as 
shown in the red highlighted capabilities in Figure 5.   
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Figure 5: IEA CV-2 Capabilities Taxonomy, with Routing Capabilities Highlighted 
(Source:  DoD IEA V2.0, Volume II, July 2012) 

Extracting those highlighted capabilities in Figure 1 yields a DoD IEA derived set of capabilities 
as shown in Figure 6. 
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Figure 6: Routing Capabilities, Derived from IEA CV-2 Capabilities Taxonomy 
 (Source:  DoD IEA V2.0, Volume II, July 2012) 

Extracting those highlighted capabilities in Figure 5 yields a DoD IEA derived set of capabilities 
as shown in Figure 6.  Those capabilities shown in the diagram are listed below, with capability 
descriptions taken directly from the DoD IEA AV-2.  They provide the basis for the rules related 
to the standards. 

Assured End-to-End 
Communications 

The ability to deliver the information transport required for assured end-to-end 
communications.  This capability enables a joint infrastructure providing global, 
interoperable communications across the DoD IE and with mission partners. 

Global Connections 

The ability of users to connect to and use required applications, services, and systems 
from anywhere in the DoD IE. This capability provides connectivity to all nodes and 
users, including:   those changing their points of attachment among operational and 
network domains and/or COIs; key fighting, reconnaissance, and administrative systems 
regardless of platform; legacy systems remaining in the force; and mission partners.  
Connectivity anywhere on the globe is guaranteed even in austere environments.  
Network connectivity is provided to end points (such as WAN / LAN and direct 
connections to mobile end users) in the same or different autonomous systems. 

Ad Hoc Networks 

The ability to deploy and install ad hoc networks in support of mission needs.  Sensor-to-
shooter networks will be constructed at will to engage all types of targets as they 
develop.  Resulting networks will be fully connected, able to dynamically adapt to new 
situations and transition from "cold" to "hot" operational missions. Automated tools will be 
provided to network managers to allow them to deploy networks with minimal manual 
intervention, based on operational guidelines and Commander’s guidance, by 
geographical area. 

Information 
Dissemination 
Management 

The ability to develop and enforce information dissemination priorities.  This capability 
manages DoD IE resources to provide information dissemination based on dynamically 
set information priorities.  It provides the user with timely information reporting on the 
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status of information delivery against stated requirements. With this capability, 
Commanders at all levels and COIs will be able to define their needs and requirements 
for information and information dissemination and will know when information 
requirements cannot be met. 

Dynamic Routing / 
Policy-based 
Management 

The ability to implement and use dynamic routing / policy-based management to enable 
dynamic operation and management of the IE. 
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2.0 Routing Standards 

2.1 Standards Status Definition 

Standards are classified according to the following status scheme: 

• DIG (DISR Information Guidance) - standards that are listed as Active Information 
Guidance in the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this 
document publication date. 

• DP (DISR Pending) - standards that are Emerging in the DISR Baseline 13.2 and are 
expected to at some point to be moved to Mandatory. 

• DR (DISR Repository) - standards that are Mandatory in the DISR online repository in 
the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this document 
publication date. 

The intent of this classification is to assist vendors and stakeholders in identifying the particular 
standards and technologies planned for use by the Army in the NIE events.   

2.2 Rules Based Approach 

As a way ahead to Enterprise Architecture, and to establish a basis for CIO/G-6 oversight of IT 
programs and activities, a Rules Based Approach is being applied.   

For each rule, the applicable standards will be listed in the Standards table.  

Here is an example: 

MIL STD 1234 Variable Message Format Alpha DR 
 
This table will have three columns: 

• Standard ID – The identification of the Standard (MIL STD 1234 in 1st column above) 

• Standard Title – The title of the Standard (Variable Message Format Alpha in 2nd column 
above) 

• Standard Status – The status of the standard as stated in Section 2.1 (DR in 3rd column 
above) 

The Figure 1 illustrates the Army Principles Construct concept, which builds a common thread 
from statement of the capability, through the implied business rule, to the technical 
implementation. 

2.3 Routing and Switching Standards and Operational Context 

The following is a conceptual depiction of the WIN-T Routing echelons to provide context: 
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Figure 7: IEA-based Routing Rules vs Echelons 
 

Figure 7 shows that interoperable components play a critical role at the interface between LTI 
and UTI; Assured E2E communications occurs at every echelon; providing for global 
connectivity to the right resources occurs at the highest echelons; Ad Hoc networks are 
supported by On the Move (OTM) components at the CO and BN levels, but need to extend 
down to TL/SL levels for redundancy in case PLT/CO/BN unit is destroyed, or for cross 
PLT/CO/BN communications; Information dissemination and dynamic routing / policy-based 
management occurs at the upper echelons; and cross-domain environment is performed at the 
highest echelon. 

A variety of configurations are supported by the rules and standards in the sections below.  The 
remainder of this section describes these configurations for Upper Tactical Internet (UTI) and 
Lower Tactical Internet (LTI), and the rules and standards sections reference the figures where 
they apply. 

Upper Tactical Internet (UTI) 



NIE Technical Architecture for NIE 15.1        21 November 2013 

Annex A – Routing & Switching v2.81   

12 
 

ARMY CIO/G-6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 

 
UNCLASSIFIED 

“Approved for public release” – HQDA CIO/G6-AAIC Director 

Figure 8 illustrates Unicast Routing between LAN Routers (i.e., DMVPN Tunnels), showing Next 
Hop Resolution Protocol (NHRP) operation. Where a regional hub (i.e., NHRP server) is 
connected to two spokes (WIN-T nodes) with static tunnels:  

 
1. TCN-1 wants to send packets to TCN-2. TCN-1 sends a NHRP request, along with data packets to the hub 

(its next hop towards TCN-2).  
2. The hub then sends a NHRP resolution message back to TCN-1 with the physical destination address of 

TCN-2.  
3. TCN-1 then redirects follow-on packets directly to TCN-2 over the DMVPN Tunnel.  

 

 

Figure 8: NHRP & mGRE Operation 
(Source:  CS 14 Network Design Book DRAFT 30 April 2013) 

 
Figure 9 below shows the mid-tier routing between the LTI SRW Nets and UTI WIN-T BLOS 
NCW network and illustrates Unicast Routing in the Upper Tactical Internet (UTI), providing a 
routing process and integration interface description.  Interfaces include transition from RIP to 
OSPF and from a WIN-T TCN to a BN TOC.  The key point is that the LTI is standardized with 
RIP routing whereas the WIN-T network in the UTI utilizes OSPF. 
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Figure 9: Company Network Platform Configuration 

(Source:  CS 14 Network Design Book DRAFT 30 April 2013) 
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Figure 10: WIN-T Inc. 2 Multicast Routing 

(Source:  CS 14 Network Design Book DRAFT 30 April 2013) 

  
Figure 10 illustrates the Multicast Routing Design on the plain text side. All the LAN routers in 
WIN-T Inc. 2 and the Inc. 2 Tier-2 LAN router at the Regional Hub Node (RHN) are part of a 
single PIM-SM domain. The figure depicts the WIN-T Inc. 2 LAN router at the RHN as the 
Rendezvous Point (RP). This would generally be the case for all multicast groups except those 
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that are scoped to stay within the LAN enclave (i.e., groups that do not allow messages to 
traverse the WAN). For groups scoped to local LANs, a local RP is configured separately for 
each LAN.  Figure 11 illustrates the WIN-T multicast information architecture. 

 

Figure 11: WIN-T Multicast Information Architecture  
(Source:  CS 14 Network Design Book DRAFT 30 April 2013) 

 

Lower Tactical Internet (LTI) 

Figures 12 and 13 below show the routing configuration at the LTI.  The CO and PLT SRW nets 
are provided BLOS communication via direct access to BFT, and the CO CDR SNE provides 
communication to both the BFT and WIN-T NCW network.  As a special configuration, Fire 
Support Officer (FSO) has access to BLOS communications through a mid-tier, which is in a 
state of flux. 
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Figure 12: Mid-Tier Routing Overview 

(Source:  CS 14 Network Design Book DRAFT 30 April 2013) 
 

Figure 12 above shows the routing between CO and PLT SRW Nets.  Figure 13 below 
illustrates the network and routing configuration within the platoon.   

 

Figure 13: WIN-T Multicast Information Architecture  
(Source:  CS 14 Network Design Book DRAFT 30 April 2013) 

 

 

The next few sections provide the standards that support these configurations. 
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2.3.1    Assured End-to-End Communications 
For Assured End-to-End Communications, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[The capability to deliver the information transport required for assured end-to-end 
communications of classified information] 

will 
 [require joint infrastructure providing global, interoperable communications across 

the DoD IE and with mission partners.] 
 

Assured End-to-End Communications Standards 
IETF RFC 2460 Internet Protocol, Version 6 (IPv6) Specification, December 1998. DR 
IETF RFC 5569 IPv6 Rapid Deployment on IPv4 Infrastructures (6rd), January 2010 DIG 
IETF Standard 5  Internet Protocol, September 1981. With RFCs 791/950/919/922/792/1112  DR 

IETF RFC 4443 Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 
6 (IPv6) Specification, March 2006 DR 

IETF RFC 2710 Multicast Listener Discovery (MLD) for IPv6, October 1999 DR 

IETF RFC 2545 Use of BGP-4 Multiprotocol Extensions for IPv6 Inter-Domain Routing, March 
1999 DR 

IETF RFC 3810 Multicast Listener Discovery version 6, (MLDv2) for IPv6, June, 2004,  DR 
 

 

2.3.2    Global Connections 
For Global Connections, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[The ability of users to connect to and use required applications, services, and 
systems from anywhere in the DoD IE] 

will 
 [require guaranteed connectivity, even in austere environments, anywhere on the 
globe to all nodes and users, including:   those changing their points of attachment 

among operational and network domains and/or COIs; key fighting, reconnaissance, 
and administrative systems regardless of platform; legacy systems remaining in the 

force; and mission partners’ sensitive or classified information.] 
 

Global Connections Standards 
IETF RFC 5332 MPLS Multicast Encapsulations, August 2008  

 

 
2.3.3    Ad Hoc Networks 
For Ad Hoc Networks, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[The ability to deploy and install ad hoc, fully connected networks in support of 
mission needs, to include sensor-to-shooter networks to engage all types of 

developing targets, dynamic adaptability to new situations, and transition from "cold" 
to "hot" operational missions] 

will 
 [require automated tools for network managers that allow deployment of networks by 
geographical area with minimal manual intervention, based on operational guidelines 

and Commander’s guidance.] 
 

Ad Hoc Networks Standards 
 No standards at this time  
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2.3.4    Information Dissemination Management 
For Information Dissemination Management, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[The capability for Commanders at all levels and COIs to define their information 
consumption and dissemination requirements, and know whether they can be met, 

and receive timely information reporting on the status of information delivery,] 
will 

 [require development and enforcement of information dissemination priorities, 
including management of DoD IE resources based on dynamically set information 

priorities.] 
 

Information Dissemination Management Standards 
IETF Standard 54/RFC 
2328 Open Shortest Path First routing Version 2, April 1998 DR 

IETF RFC 2332 NBMA Next Hop Resolution Protocol (NHRP), April 1998 DR 
 

 

2.3.5    Dynamic Routing / Policy-based Management 
For Dynamic Routing / Policy-based Management, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[Dynamic operation and management of the Information Environment (IE)] 
will 

 [require implementation and use of dynamic routing / policy-based management.] 
 

Dynamic Routing / Policy-based Management Standards 
IETF RFC 1772 Application of the Border Gateway Protocol in the Internet, 21 March 1995 DR 
IETF RFC 3376 Internet Group Management Protocol, Version 3, October 2002  DR 

IETF RFC 4601 Protocol Independent Multicast - Sparse Mode (PIM-SM): Protocol 
Specification (Revised), August 2006 DR 

IETF RFC 4610 Anycast-RP Using Protocol Independent Multicast (PIM), August 2006 DR 
IETF RFC 1256 ICMP Router Discovery Messages, Sept 1991 DR 
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Appendix 1: Implementation Details   
The Technology Friction Point (TFP) standards for Routing Annex are: 

Standard ID Standard Title 
IETF RFC 4364 BGP/MPLS IP Virtual Private Networks (VPNs), February 2006 

IETF RFC 1772 Application of the Border Gateway Protocol in the Internet, 21 March 1995 

IETF RFC 4601 Protocol Independent- Sparse Mode (PIM-SM): protocol specification (revised) August 2006 

IETF RFC 4610 Anycast-RP Using Protocol Independent Multicast (PIM) 
IETF Standard 
54/RFC 2328 Open Shortest Path First Routing Version 2, April 1998 

 
1. IETF RFC 4364 and IETF RFC 1772 

IETF RFC 4364 obsoletes RFC 2547. IETF RFC 4364 describes a method by which a Service 
Provider may use an IP backbone to provide IP Virtual Private Networks (VPNs) for its 
customers.  Currently, only RFC 2547 specifies an equivalent BGP peering model. This 
standard RFC 4364 provides the ability for BGP speakers to learn complex net-centric 
capabilities from each other. The standard is stable, and has support in the commercial 
marketplace. This support includes some support in Cisco Systems IOS and Juniper Networks 
network equipment. This standard is to be implemented by all DOD systems that follow the 
NCIDs requirements. 
 
Note that IETF RFC 2453, “RIP Version 2” is not in DISR but is specified in the CS 14 Design 
Book.  In addition, IETF RFC 3973, “Protocol Independent Multicast - Dense Mode (PIM-DM)” is 
DISR Emerging. 
  
There are scalability issues. The Service Provider backbone network consists of (a) PE routers, 
(b) BGP Route Reflectors, (c) P routers (that are neither PE routers nor Route Reflectors), and, 
in the case of multi-provider VPNs, (d) ASBRs.  RFC 1772 is an IETF Draft Standard widely 
accepted throughout the Internet community with multiple interoperable implementations and 
successful operational experience.  This document, together with its companion document, “A 
Border Gateway Protocol 4 (BGP-4)”, defines an inter-autonomous system routing protocol to 
provide transport of the Internet Protocol (IP) across the Internet.  The standard is supported by 
all major routing vendors.  Refer to Figure 3 and Figure 4 in page 9 and 10 for these standards 
overlay diagrams.  Here is the current listing of which systems are using BGP and symbology 
standards: 
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System IETF RFC 1772 IETF RFC 4364 
AFATDS X 

 AILA/CLOE X 
 ATNAVICS X 
 C-RAM X 
 CHARCS X 
 DCGS-A X 
 Defense Message System Extended 

Range Multi-Purpose Unmanned 
Aircraft System 

X 

 EAAD X 
 FCS X 
 

Hunter Unmanned Aircraft System 
X 

 
Indirect Fire Protection Capability 

X 

 JLCCTC X 
 JLENS X 
 JTRS SBCT SICPS X 
 

Tactical Unmanned Aerial Vehicle 
X 

 DH60M X 
 WIN-T X 
   

2. IETF RFC 3973, IETF RFC 4601 and IETF RFC 4610 
 

These three standards relate Protocol Independent Multicast - Dense Mode (PIM-DM) (RFC 
3973), Protocol Independent- Sparse Mode (PIM-SM) (RFC 4601) and Anycast-RP Using 
Protocol Independent Multicast (PIM) (RFC 4610). 
 
PIM-DM is a multicast routing protocol that uses the underlying unicast routing information base 
to flood multicast datagrams to all multicast routers.  Prune messages are used to prevent 
future messages from propagating to routers without group membership information. 
 
PIM-DM differs from PIM-SM in two essential ways: 1) There are no periodic joins transmitted, 
only explicitly triggered prunes and grafts.  2) There is no Rendezvous Point (RP).   
 
PIM-SM is a multicast routing protocol that can use the underlying unicast routing information 
base or a separate multicast- capable routing information base.  It builds unidirectional shared 
trees rooted at a Rendezvous Point (RP) per group, and optionally creates shortest-path trees 
per source.  
 
The RFC 4601 specification is technically mature and stable, and has strong support in the 
commercial marketplace. It is to be implemented by all DOD systems that follow the NCIDs 
requirements. Commercial implementations are available in the router products of Cisco and 
Juniper. 
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IETF RFC 4610 specification allows Anycast-RP (Rendezvous Point - RP) to be used inside a 
domain that runs Protocol Independent Multicast (PIM) only. Each router in the Anycast-RP set 
is configured with the addresses of all other routers in the Anycast-RP set.  This must be 
consistently configured in all RPs in the set. 
 
Here is the current listing of which systems are using these standards: 

System IETF RFC 3973 IETF RFC 4601 IETF RFC 4610 
AILA/CLOE 10-10-p2  X  CLOE 10-21-p3  X  Synthetic Environment Core (SE Core)-p4  X  

 

3. IETF RFC 2453 and IETF Standard 54/RFC 2328 

RFC 2453 specifies an extension of the Routing Information Protocol (RIP).  With the advent of 
OSPF and IS-IS, there are those who believe that RIP is obsolete. While it is true that the newer 
IGP routing protocols are far superior to RIP, RIP does have some advantages. Primarily, in a 
small network, RIP has very little overhead in terms of bandwidth used, configuration, and 
management time.  RIP is also very easy to implement, especially in relation to the newer IGPs.  
Additionally, there are many more RIP implementations in the field than OSPF and IS-IS 
combined.  It is likely to remain that way for some time.  RIP is intended to allow routers to 
exchange information for computing routes through an IPv4-based network. The RIP metric of a 
network is an integer between 1 and 15, inclusive.  The new version of RIP is totally backwards 
compatible with existing RIP implementations which adhere to this part of the specification.  
RFC 2328 obsoletes RFC 2178. All differences are backward-compatible in nature.  

OSPF is a link-state routing protocol. It is designed to be run internal to a single Autonomous 
System. Each OSPF router maintains an identical database describing the Autonomous 
System's topology. From this database, a routing table is calculated by constructing a shortest-
path tree. This standard specifies an internet gateway protocol, OSPFv2, which distributes 
routing information between routers belonging to a single Autonomous System. It was designed 
expressly for TCP/IP network.  The standard is widely used by DOD for interior routing. This 
standard has been implemented by all major IP router vendors. 
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Here is the current listing of which systems are using RIP V2 and OSPF V2 standards: 
 

System IETF Standard 54/ 
IETF RFC 2328 IETF RFC 2453 

AILA/CLOE 10-10-p2 X  AMDPCS ADAM SYS-p11 X  BFN_CPD-p1 X  Block2 Longbow Apache-p1 X  C-RAM C2-p16 X  CHARCS_-p1 X  CLOE 10-21-p3 X  DCGS-A V4 ISP-p1 X  DTSS SWB2-p2 X  ENFIRE-p5 X  Extended Range Multi-Purpose Unmanned 
Aircraft System-p4 X  
Extended Range / Multi-Purpose UAV-p1 X  FAAD C2-p13 X  FCS24 April 2007-p2 X  FCS Jan 2007-p1 X  Hunter Unmanned Aircraft System-p6 X  Indirect Fire Protection Capability-Increment 
1-p7 X  
JNN - Network-p1 X  JTRS-p1 X  SBCT TV-1-p1 X  Tactical Unmanned Aerial Vehicle-p4 X  WIN-T Increment 2-p3 X  WIN-T TV-1-p1 X   
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Acronyms 
 
3G/4G – Third Generation/Fourth Generation 
AASLT - air assault 
AR - armor 
ARCYBER - Army Cyber 
ANW2 – Advanced Networking Wideband Waveform 
AV - aviation 
BCC -- Battle Command Collapse 
BDE - brigade 
BLOS – beyond line-of-site 
BN - battalion 
BSB - brigade support battalion 
BSTB - brigade special troops battalion 
BTB - brigade troop battalion 
C5ISR – Command, Control, Communications, Computers, Combat Systems, Intelligence, 
Surveillance, and Reconnaissance 
CAB - combat aviation brigade 
CAV - cavalry  
CM - chemical  
CO – company 
CoCP – company command post 
COP – Common Operating Picture 
CPOF – Command Post of the Future 
CS - combat support  
CSSB - combat sustainment support battalion 
DIV - division 
DOTMLPF – Doctrine, Organization, Training, Materiel, Leadership, Personnel, Facilities 
E2E – end to end 
EA - Enterprise Architecture 
EN - engineer  
E-UGS – (Expendable) Unattended Ground Sensors 
FA - field artillery 
FDT&E – Force Development Test and Evaluation 
GNOMAD -- Global Network On-the-Move Active Distribution 
GRD AMB - ground ambulance 
GS - general support 
HARC GMR -- High Antennas for Radio Comms-Ground Mobile Radio 
HBCT - heavy brigade combat team 
HCT - human intelligence collection team 
HHB - headquarters and headquarters battalion 
HHC - Headquarters and Headquarters Company 
HMS – Handheld, Man Portable Small Form Fit 
HQDA – Headquarters Department of the Army 
IA - information assurance 
IBCT - Infantry Brigade Combat Team 
ID - Infantry Division 
IN - infantry 
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IOT&E – Initial Operational Test and Evaluation 
JBC-P -- Joint Battle Command-Platform 
JCR – Joint Capabilities Release 
JENM -- JTRS (Joint Tactical Radio System) Enterprise Network Mgr 
JIIM - Joint, Interagency, Intergovernmental, and Multinational 
MAKO ISR -- Miniature Aerostat Concept Intelligence Surveillance and Reconnaissance 
MANET – Mobile Adhoc Network 
MCCPS OTM -- Modular Company CP System on the Move 
MEB - maneuver enhancement brigade  
MED - medical 
MX - mechanized  
NeMC – net-enabled mission command 
NET/NEF – network equipment testing/network equipment fielding 
NetOps – Network operations 
NIE – Network Integration Evaluation 
NID – Network Integration Division 
NIK – Network Integration Kit 
NIR – Network Integrated Rehearsal 
NMW – Network Management Waveform 
NW -- Nett Warrior 
OPCON - operational control 
OTM - On the move 
POP – Point of Presence 
PLT - platoon 
RDN -- Rapidly Deployable Network 
RF WNS – Radio Frequency Wideband Networking Solutions 
RP – Rendezvous Point 
RR – Rifleman’s Radio 
RVCS -- Radio Voice Cross banding System 
SAASM -- Selective Availability Anti-spoofing Module 
SIG – signal 
SUST - sustainment 
SINGARS PLI -- Position Location Information 
SINGARS RBCI -- Radio Based Combat Identification 
SNE – Soldier Network Extension 
SOS-I – System of Systems Integration (Directorate, ASA-ALT) 
SRW – Soldier Radio Waveform 
SUE – System Under Evaluation 
SUGV -- Small Unmanned Ground Vehicle 
SUT – System Under Test 
TIM – Technology Interchange Meeting 
TM - team 
TUAS - tactical unmanned aircraft system 
WIT – Warfighter Initialization Tool 
WIN-T Inc 2 – Warfighter Information Network - Tactical, Increment 2 
WNAN – Wireless Network after Next 
WNW – Wideband Network Waveform 
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2.81 21 Nov 2013 Updates per ASA(ALT) COE 
adjudication. 
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Executive Summary 
 
The Army’s modernization priority is the Network, the seamless integration of Warfighter and 
business applications, sensors, systems, services, and transport underpinned by common 
standards that conform to industry best practices wherever possible.  As the Army seeks 
proposals from industry, it is critical that all new technology conforms to a Common Operational 
Environment (COE) and integration standards.  
 
The CIO/G-6 in coordination with ASA (ALT), TRADOC, and other principal stakeholders, has 
developed these technical architecture documents to support the development of potential 
vendor solutions to capability gaps identified in the Network Integration Evaluation (NIE) 
Sources Sought announcement.  Industry partners should use this document as a guide to 
assist their integration activities. The standards we provide use a top down approach to support 
the capability gaps and are limited to DISR.  However, vendors are encouraged to use industry 
standards outside this list as long as they coordinate integration with the appropriate PMs.  The 
Systems Under Evaluation (SUE) assessment factors and the Lab Based Risk Reduction 
(LBRR) will ensure compliance with the existing network. 

The increasing use of COTS technologies and standards is a critical step towards achieving the 
Army’s Network Vision of a single, secure, standards-based, versatile infrastructure that 
provides Warfighters with the information they need, when they need it, in any environment.  We 
owe it to our industry partners to outline the technical standards and to our soldiers to extend 
the enterprise to the tactical edge, remove their burden of integration and to seek cost-effective 
solutions in a timely and efficient manner. 
 
The NIE 15.1 Technical Architecture is released with the Sources Sought by ASA(ALT).  The 
seven annexes are: 

 
A – Routing & Switching 
B – Mission Command 
C – Quality of Service (QoS) 
D – Telephony (Voice)   
E –  NetOps  
F –  Information Assurance 
G –  Transport 

 
This guidance, including this EXSUM is effective for the duration of NIE 15.1 and will be 
superseded to refresh technical standards according to each NIE event and in accordance with 
DoD IT Standards (DISR) baselines, emerging technologies and Capability Set modifications.  
 
Points of contact for this action are MAJ Oliver Ford, Architecture Integration Officer, 
oliver.j.ford2@fm@mail.mil, (703) 545-1518 and CW4 Ralph Walton, AAIC Senior Technical 
Advisor, ralph.m.walton.mil@mail.mil, (703)545-1401.   
 
  

mailto:oliver.j.ford2@fm@mail.mil
mailto:ralph.m.walton.mil@mail.mil
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1.0 Scope of Mission Command (MC) 
Annex B describes the rules and standards for Mission Command (MC) in the context of a 
representative Brigade Combat Team (BCT). These standards are grouped by rules based on 
key capabilities/functions.  Details for implementation and anticipated Technology Friction 
Points (TFP) are included.  Supporting generic diagrams throughout the document place these 
standards and rules within the operational context of a logical and physical environment. 

Note: Brand name products or vendors listed in this document are of commercial products 
currently in use at the NIE and are provided to guide NIE participants in their integration 
activities.  Listing these products or vendors does not constitute an endorsement of any 
particular product or vendor by the U.S. Army. 
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1.1 Overview 
 
Annex B breaks down the Mission Command capabilities by the Mission Command Essential 
Capabilities (Initial Capabilities Document for Network-enabled Mission Command 1 Dec 2011) 
and Common Operating Environment Computing Environments, and characterizes each by 
rules. 

Not part of 
CS 14

  

Figure 1 - NeMC Operatioal View - 1 (OV-1)  
 
Figure 1 shows the Network Enabled Mission Command (NeMC) capability from the 
Dismounted Soldier to Theater Army Command Post (CP) and beyond. The depiction of 
vehicles, formations, CPs, sensors, transport and services is not comprehensive but is 
representative of the network’s reach throughout the operational area. The force must be able to 
leverage information and knowledge from all available sources to provide the commander with 
the most accurate information available.  The capability to search and retrieve information from, 
and provide information to, sources outside the network is critical to enabling MC.  The OV-1 
depicts elements of the network extending from CONUS to the dismounted Soldier.  
Commanders will leverage components of LandWarNet to include current and emerging 
(Commercial of the shelf and Program of Record) materiel solutions, and TTPs to extend a MC 
capability from Posts, Camps and Stations to the tactical edge. 
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1.2 Mission Command Breakdown 
1.2.1 Mission Command Essential Capabilities (MCEC) 
The MCEC institutionalizes the core capabilities necessary for the Army to execute mission 
command throughout the full spectrum of operations (Concepts from TRADOC Pam 525-3-3, 
The Army Functional Concept for Mission Command (AFCMC) 2016-2028, are incorporated in 
to this MCEC version) 

Definitions:  

Name Description 
A Robust Network 
Transport Capability 

A converged voice, data, imagery, and video transport layer consisting of line-of-
sight and beyond-line-of-sight means that are reliable, protected, layered, secure 
and defended in a cyberspace and electronic warfare environment.  This 
capability enables the timely flow of mission command information in accordance 
with the commander’s priorities. 

Execute Tactical 
Network Operations 

Provides operational control of network resources, in accordance with command 
priorities, to meet mission requirements. Commanders will have the capability to 
accomplish mission command in an environment replete with cyberspace warfare 
attacks, and during disconnected, intermittent and low bandwidth conditions. 

A Standard & 
Shareable Geospatial 
Foundation 

Provide a standard and sharable geospatial foundation for a consistent, 
coordinated, and synchronized common operational picture (COP ) that enables 
all elements of the force to operate on the same map and support real-time 
coordination and collaboration. The standard and sharable Geospatial foundation 
(includes leveraging National, Commercial, and JIIM geospatial data sources) will 
create an updateable, common map foundation and provide an accurate display 
to be used for maneuver, situation awareness, and precision Joint targeting and 
locations by CP, platform and dismounted leader across all echelons. 

Display / Share 
Relevant Tactical 
Information 

Enable the receipt and dissemination of essential information for display on the 
COP from dismounted Soldier to all higher echelon CPs. This supports battlefield 
visualization, enhanced collaboration and understanding, detailed coordination, 
and synchronized action. 

Enable Collaboration Provide a common suite of tools and medium that enables multi-form 
collaboration within the tactical, operational, and/or strategic community of 
interest. This includes the sharing of ideas and situational understanding between 
superiors, subordinates, and peers in the form of sketching, highlighting, talking, 
listening and gesturing through voice, text, chat, data, video, white boarding, map 
boarding, messages, and shared applications throughout the planning and 
execution process. 

Create, Communicate 
and Rehearse Orders 

Collaboratively create, change, distribute and rehearse mission orders (voice, 
written, and graphical) between CPs, platforms, dismounted leaders, and 
Soldiers.  Provide the means to communicate commander’s intent, operational 
purpose, and desired end state between operational leaders during rapidly 
changing distributed operations. 

Command and Control 
on-the-Move (C2 
OTM) 

Provide commanders the ability to monitor the COP so as to maintain SA and 
communications while away from the CP and moving on the ground or in the air.  
This capability supports the conduct of battlefield circulation and decentralized 
mission execution by allowing the commander to command and control a mission 
from the best location while making timely and informed decisions in response to 
changing conditions. 
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Execute a Running 
Estimate 

Support the running estimates for all warfighting functions in the tailorable COP in 
accordance with Commander’s Critical Information Requirements (CCIR) by 
continuously gathering, tracking and fusing logistic and intelligence and 
operational information to support tactical decision-making and continuous 
assessments (including conclusions and recommendations) of the unit’s ability to 
conduct current and future operations. 

Joint, Interagency, 
Intergovernmental and 
Multinational 
Interoperability 

Coordinate and collaborate with authenticated JIIM partners to exchange relevant 
intelligence and operational information with assurance so as to enable unity of 
effort amongst/with Interagency, Intergovernmental, and Multinational partners 
while achieving unity of command with Joint partners. 

Training Support Provide an Integrated Training Environment (ITE) that not only supports Live-
Virtual-Constructive-Gaming training environments, but serves to enhance 
mission rehearsals.  The ITE will enable mobile, integrated, interoperable, and 
embedded reconfigurable simulation and stimulation training tools that 
accommodate both individual training dimension and full spectrum of collective 
training up to the mission rehearsal with Army and Joint partners. 
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1.2.2 Common Operating Environment (COE) Computing Environments (CE) 
The Common Operating Environment (COE) is a common software development foundation 
where mission applications are developed and run in support of the full spectrum of Operations 
for the Generating and Tactical Deployed forces. COE is not a material solution but a standards-
based software framework.  

ASA (ALT) grouped the Program Execute Offices (PEOs) by related concerns and expertise into 
Computing Environments (CEs) (see Figure 2): 

• Data Center/Cloud 
• Command Post 
• Mounted 
• Mobile/Handheld 
• Sensor 
• Real-Time/Safety Critical/Embedded (RTSCE) 
 

 

 

Figure 2: Common Operating Environment Computing Environments 
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Data Center/Cloud CE 

What does it provide? Service-based infrastructure for hosting and accessing enterprise-wide 
software applications, services, and data. Consists of common services and standard 
applications for use by a large number of users over wide area networks. 

Benefit to Mission Command? Provide a platform capable of hosting systems such as 
Distributes Common Ground Station-Army (DCGS-A), which establishes the core framework for 
a worldwide, distributed, net-centric, system-of-systems architecture that conducts collaborative 
intelligence operations and production. The JIIM also supports the cloud environment. 

Command Post (CP) CE 

What does it provide? Client and server software and hardware, as well as common services 
(e.g., network management, collaboration, synchronization, planning, analysis) to implement 
mission command capabilities at the CP 

Benefit to Mission Command? Provide a platform capable of hosting systems such as 
Distributes Common Ground Station-Army (DCGS-A), which establishes the core framework for 
a worldwide, distributed, net-centric, system-of-systems architecture that conducts collaborative 
intelligence operations and production. Provide a mechanism for the sharing of integration of 
dismount Position Location Information (PLI) with other mounted platforms and Command Posts 
(CPs), which is accomplished by systems such as JCR/JBC-P. Also this CE presents a 
framework for capabilities to interoperate with one another, such as VMF-based chat and 
eXtensible Messaging and Presence Protocol (XMPP). 

Mounted CE 

What does it provide? The Mounted Computing Environment provides operating and run-time 
systems, native and common applications and services, (e.g. awareness, execution functions, 
integration of local sensors) software development kits (SDK), and standards and technologies 
to implement mission command. 

Benefit to Mission Command? BFT-2 with the JCR/JBC-P will be integrated on most vehicles in 
the CS14 SBCT design, and act as the primary mission command (MC) application for SA and 
C2 messaging between mounted platforms 

Mobile/Handheld CE 

What does it provide? Operating and run-time systems, runtime system for dismounted 
handhelds whose architecture is extensible to allow network services, geospatial information, 
various transports etc. to be provided for NW usage and other applications. These applications 
are loaded on handhelds using Nett Warrior s/w architecture (dismounted SA/C2 architecture) 
for both networked and non-networked operations. 

Benefit to Mission Command? CE will facilitate the Pursuit and Exploitation (P&E) capability. 
Some of the applications that are executed at this CE are Nett Warrior Soldier Application 
Tactical Ground Reporting (TIGR), Machine Foreign Language Translation System (MFLTS), 
Other Tactical Applications (FOS/PFED) and Data Collection, Streaming Video. 
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Sensor CE 

What does it provide? Common interoperability layer, implementing standards and technology 
for data services, NetOps, and security for specialized, human-controlled or unattended 
sensors. The Sensor CE does not specify specific hardware and software for the sensors. 

Benefit to Mission Command? At the platform, sensor data is accessed through interfacing with 
the other Computing Environments and is made available for key leaders and decision makers. 

Real-Time/Safety Critical/Embedded CE 

What does it provide? A common operating environment for systems operating in either a real-
time, safety critical or embedded environment while ensuring that opportunities for commonality 
and interoperability with other CEs are maintained to fullest extent possible. 

Benefit to Mission Command? Utilizes the Real Time Interoperability Framework (RTIF) which 
reduces platform SWaP and separates safety critical from non-safety critical applications 
through software partitioning (thereby minimizing the time required for integration, test and 
airworthiness certification) 
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1.2.3 Correlation of Computing Environments to Mission Command Essential 
Capabilities 

The Computing Environments (CE), as defined earlier, can easily correlate to the Mission Command 
Essential Capabilities (MCEC). For each MCEC listed in Figure 3, there is an X mark in the CE column if the 
CE maps to the MCEC. This mapping will be detailed in later sections where for each of the MCEC, the 
supporting standards will be listed. 

MCEC Data 
Center/Cloud/GF 

Command 
Post Mounted Mobile/ 

HandHeld Sensor 
Real-time/Safety 

Critical/Embedded 
(RTSCE) 

A Robust Network 
Transport Capability   X X X     

Execute Tactical Network 
Operations X X X X     

A Standard & Shareable 
Geospatial Foundation   X X X     

Display / Share Relevant 
Tactical Information   X X X X X 

Enable Collaboration   X X       
Create, Communicate 
and Rehearse Orders   X X X     

Command and Control 
on-the-Move (C2 OTM)     X X X X 

Execute a Running 
Estimate   X X       

Joint, Interagency, 
Intergovernmental and 
Multinational 
Interoperability 

X     X     

Training Support   X X X X   

 
Figure 3: Mapping of MCEC to CE 
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2.0 Mission Command Standards 

2.1 Standards Status Definitions 
 

Standards are classified according to the following status scheme: 

• DIG (DISR Information Guidance) - standards that are listed as Active Information 
Guidance in the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this 
document publication date. 

• DP (DISR Pending) - standards that are Emerging in the DISR Baseline 13.2 and are 
expected to at some point to be moved to Mandatory. 

• DR (DISR Repository) - standards that are Mandatory in the DISR online repository in 
the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this document 
publication date. 

•  
 

The intent of this classification is to assist vendors and stakeholders in identifying the particular 
standards and technologies planned for use by the Army in the NIE events.  
2.2 Rules Based Approach 
As a way ahead to Enterprise Architecture, and to establish a basis for CIO/G-6 oversight of IT 
programs and activities, a Rule Based Approach is being applied.   

The rules statements will conform to the following format:  

[Desired Goal or Condition] will [Require Actions] 
 

For each rule, the applicable standards will be listed in the Standards table.  

Here is an example: 

MIL STD 1234 Variable Message Format Alpha DR 
 
This table will have three columns: 
 

• Standard ID – The identification of the Standard (MIL STD 1234 in 1st column above) 

• Standard Title – The title of the Standard (Variable Message Format Alpha in 2nd column 
above) 

• Standard Status – The status of the standard as stated in Section 2.1 (DR in 3rd column 
above) 

 

The MC systems that are part of CS14 were analyzed for their priority requirements and 
whether the systems mark their information accordingly. Figure 4 depicts a summary of the 
mission command systems, the underlying transport networks these ride on, and the priority 
treatment required.  For example, each platform sends position location information (PLI), other 
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Situational Awareness messages, Command and Control (C2) messages, and imagery to the 
Blue Force Tracker 2 (BFT2). 

 

 

Figure 4: Application distribution through echelons and transport networks 
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2.3 Mission Command Operational Context 
 

2.3.1 Data Center/Cloud CE 
The target end state, conceptually depicted in Figure 5, is a set of nodes that are configurable 
and instantiated based on mission, using cloud-based computing technologies and a cloud-
based infrastructure. These nodes are defined as follows:  
 

• Core / Global nodes – specific services and capabilities (Data as a Service; Software as 
a Service and Infrastructure as a Service) are initiated; provide Mission Tailorability to 
Edge Nodes and User Nodes.  

• Regional / Deployable Core Nodes – a subset of Core / Global Node that is dedicated to 
a specific set of users, typically within the Joint community, where data and services are 
originated and requested from Edge and User nodes; provide the Mission Tailorability to 
Edge Nodes and User Nodes.  

• Edge Nodes – systems where data and services originate and are requested from User 
Nodes; provide content and services to User Nodes and may obtain non-resident 
capabilities to other Edge Nodes and / or Core Nodes; can provide services if 
disconnected from Core / Global Nodes; Mission Tailorable; will support Mission 
Command on multiple data networks; exist within the Core / Global Nodes  

• User Nodes – provide users and / or equipment network access, data, and requested 
services; can still operate when disconnected from the network but are limited to 
onboard storage and the last data received; are Mission Tailorable.  
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Figure 5 – Target End State of Cloud CE 
 

2.3.2 Sensor CE 
Sensor data typically feeds into DCGS-A for collection and analysis, generating Position 
Reports that may go down to other Mission Command systems when a sensor is triggered. 

2.3.3 Real-time/Safety Critical/Embedded (RTSCE) CE 
The visualization of the RTSCE CE is to deliver the RTIF enablers of VICTORY, FACE & OIS 
and inform/assist other CEs with RTSCE constraints, limitation and solutions. These enablers 
facilitate common situational understanding and decision making. Figure 6 shows how the 
RTSCE CE shares the data from the enablers to the other CEs. 

VICTORY is an architecture and standard set of specifications that facilitate interoperability and 
reduced platform SWaP. FACE establishes a standard common operating environment to 
support portable capability applications across Department of Defense (DoD) avionics systems. 
It is a partitioned architecture that provides separation between safety critical and non-safety 
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critical applications through software partitioning, enabling a non-safety critical applications to 
be modified and/or updated without affecting the safety critical applications, therefore minimizing 
the time required for integration, test and airworthiness certification. OIS establishes a standard 
common interface across Munitions Systems, Munitions Control and Guided Tube Launched 
Munitions Fuze Setters. These typically will receive fire mission data through the Mounted CE. 

 

 

Figure 6 - RTSCE CE shares the data from the enablers (VICTORY, FACE and OIS) to the other CEs 
 

2.3.4 Command Post CE 
Mission Command capabilities will be deployed throughout the BCT based on the operational 
requirements of the TOCs with Command Post CE mobility supported by the Command Post 
Platform (CPP). A converged Web infrastructure is dependent upon a robust tactical server 
infrastructure that makes all core components (Web applications, interoperability services, and 
geospatial data services) available at a CP. In CS14, this robust tactical server infrastructure is 
delivered by the DCGS-A IPC-2. This scenario assumes that a robust tactical server 
infrastructure is provided to the Brigade CP, enabling the use of Web applications in lieu of 
traditional thick client applications. 

Figure 7 depicts the Command Post Software Architecture. In this vignette, the Brigade 
Commander, in coordination with his staff, generates the Priority Intelligence Requirements 
(PIR) with voice, Microsoft Office products, and CPOF as part of the Commander’s Critical 
Information Requirements (CCIR) and disseminates it to the Brigade S2 over email for further 
refinement (Step 1). The Brigade S2 conducts a detailed analysis of the PIR and uses the ISR 
Sync Tool Web Widget to generate a draft Information Collection Plan that lists the collection 
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requirements, identifies the collection tasks and gaps, and lists the collection assets (Step 2). If 
applicable, the draft Information Collection Plan also includes a request for additional collection 
assets from higher headquarters, an allocation of those assets to specific collection tasks, and 
the establishment of C2 graphic overlays for information collection. After the draft Information 
Collection Plan is established, the Brigade S2 generates additional products, such as proposed 
areas of interest, asset locations, and routes, as operational graphics in KML and the ISR synch 
matrix by using Microsoft Office products, and disseminates them to other staff for estimate 
synchronization (Step 3).  

The Brigade S3 approves the collection plan after making necessary changes, and uses CPOF 
to direct the organic information collection assets to answer information requirements, including 
FIRES support and air support (Step 4). 

The Brigade S2 completes the information collection plan by using DCGS-A to create the Annex 
to Order, Intelligence Requirements Synch Matrix, Information Requirements Management 
Matrix, and Information Collection overlay (Step 5), and disseminates the plan to the lower 
echelon CPs and command vehicles over SharePoint, email, and CPOF (Step 6). 

As the information collection is being executed, the Brigade S2 uses the ISR Synchronization 
Tool to assess and monitor progress toward satisfying the PIR (Step 7). The Brigade S2 then 
updates the intelligence estimate and develops an overlay via DCGS-A that is published to the 
Brigade CP, Battalion CP, and Mission Command On-The-Move (MCOTM) vehicles (Step 8). 
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Figure 7: Command Post CE Scenario - Information Collection via the Web 
 

2.3.5 Mounted CE 
 
The FBCB2 family of systems comprises the Mission Command mounted architecture. FBCB2 
provides platform-based mission command capabilities in the form of low bandwidth Situation 
Awareness (SA) and Command and Control (C2) messaging. The JCR/JBC-P is the current 
instantiation of the FBCB2 family of systems and forms the essence of the Mounted 
environment Mission Command capability in this design. JCR/JBC-P provides all the existing 
FBCB2 capabilities as well as additional functionality including low bandwidth chat, image 
downloads, file transfers and Open Office products. Selected platforms in this environment will 
be outfitted with advanced Mission Command On-the-Move (MCOTM) capabilities that were 
previously only available in a TOC. 

The MCOTM capability will provide advanced Mission Command capabilities to the Commander 
and maneuver S3 leader vehicles that were previously only available at the TOC. The MCOTM 
applications will be virtualized and deployed on existing computing hardware and utilize the 
Advanced Networking Wideband Waveform (ANW2) mid-tier network backbone within the WIN-
T Point of Presence (PoP), Soldier Network Extension (SNE) to send and receive data.  This 
MCOTM capability is expected to provide the following:  
 

• A single C2/SA platform capable of running JBC-P, TIGR, CPOF, DCGS-A, and 
Advanced Field Artillery Tactical Data System (AFATDS). 

• The ability to be integrated with radio controls and organic on-board sensors as well as 
receive and view off-board sensor data from unmanned aerial systems or other potential 
sensors.  

• The capability to route between terrestrial and satellite communication (SATCOM) radios, 
cross-band between different networks, and use the WIN-T-provided PoP and SNE 
network equipment to send and receive data.  

• Two separate displays for Company Commanders (1 for JBC-P and 1 for TIGR) and 
three displays with user input devices for BCTs and Battalion Commanders.  

• On-the-move high-capacity LOS and BLOS capability that the CO/Battalion (BN)/Brigade 
(BDE) commanders require as provided by Pop and SNE 

• Capability to run current mission command software and accommodate future software. 
 

• Secondary capabilities that include JCR/JBC-P Chat, Extensible Messaging and 
Presence Protocol (XMPP) Chat, Microsoft Office suite (including Outlook for email), Web 
Browser (for email and SharePoint for file sharing), Ventrilo for voice collaboration (only 
with CPoF) and Soft Phone Voice dialing. 
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Figure 8: Mission Command On The Move (MCOTM) Component Overlay 
 

Figure 8 shows a typical MCOTM data flow throughout the network. In the vignette, a vehicle 
equipped with JCR/JBC-P and BFT-2 wants to open a chat session with a user in the CP and a 
user in the Battalion CDR’s vehicle. The user in the vehicle initiating the chat session with the 
JCR/JBC-P system sends a VMF K 1.01 Group Chat Message over BFT-2 to the CP, other 
vehicles in its unit, and the BFT NOC (Step 1). The other vehicles in the unit receive the chat 
message in the JCR/JBC-P system from the BFT-2 network (Step 2). The NOC also receives 
the same Group Chat Message, which the NOC aggregates with other messages. It sends this 
information in VMF format back over the BFT-2 (Step 3). The NOC also sends the aggregated 
chat messages to the Brigade CP users over WIN-T through the SIPRNET (Step 4). 
At the Brigade CP, software on the CP CE server converts the chat message from VMF to 
XMPP and distributes it to clients on the CP’s LAN (Step 5). Chat clients within the Brigade CP 
can also exchange chat messages with other CP’s via native XMPP format with other CPs (Step 
6). Lastly, the Brigade CDR’s vehicle will receive the chat messages in the VMF format over 
BFT-2 and XMPP format over WIN-T (Step 7). 

 

 



Integrated Network Baseline Technical architecture for NIE 15.1     21 November 2013 

Annex B – Mission Command v2.81   

17 

 
ARMY CIO/G6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 

 
UNCLASSIFIED 

“Approved for public release” – HQDA CIO/G6-AAIC Director 

2.3.6 Mobile/Handheld CE 
The mobile (dismounted) environment is intended to provide Command and Control (C2) and 
Situational Awareness (SA) capabilities to the dismounted Soldier through Nett Warrior. For this 
design, the mobile handheld solutions will function on the same technical device and will comply 
with the appropriate common operating environment standards. 

 
 

 
 
 

Figure 9: Dismount Command and Control Component Overlay:  
 

Figure 9 illustrates how a dismounted leader can generate a SITREP (e.g., enemy) using the 
software running on their Nett Warrior and then distribute that SITREP over a Secret SRW 
Platoon network (Step 1). Within a Platoon vehicle, the JCR/JBC-P-NSG receives the SITREP 
message and then forwards it over BFT-2 to the Company CDR via the NOC (Steps 2, 2a). 
Note that the company SRW network will not be used to distribute this information. 

At the Company CDR vehicle, the information in the SITREP messages received from its 
platoons is rolled up into the Company CDR’s SITREP message. The Company CDR’s SITREP 
message is then distributed over the BFT-2 network to Battalion CP via the NOC (Steps 3, 3a). 
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At the Battalion CP, the information in the Company SITREPs can again be rolled up into a 
Battalion SITREP, which is distributed via email over WIN-T to the Brigade CP (Step 4). 

At the Brigade CP, the Brigade CDR’s staff can roll up all SITREPs received from subordinate 
units into one SITREP, which can be sent via email to other brigades in its division (Step 5a). 
The brigades, in turn, share that SITREP with their subordinate units (Step 5b). A similar 
process is utilized as these SITREPs are rolled up and shared with higher echelons (Steps 6–
8). 

2.4 Mission Command Standards 
 

The Mission Command Standards will be grouped by the applicable MCEC. 

2.4.1 Robust Network Transport Capability 
See Annex G, Transport 

2.4.2 Execute Tactical Network Operations 
See Annex E, NetOps 

2.4.3 Standard & Sharable Geospatial Foundation 
 

[Desired goal or 
condition]  

will 
[Require actions] 

[Managing geospatial information to enable mission command essential 
information requirements, create a common map foundation, and display and 

share this information on the COP] 
will 

 [require Geospatial data] 
 

Standard & Sharable Geospatial Foundation 

OASIS WS-Base Notification 1.3 Web Services Base Notification 1.3 (WS-Base Notification), OASIS 
Standard, 1 October 2006 DR 

W3C SOAP 1.2 Part 1 SOAP Version 1.2 Part 1: Messaging Framework (Second Edition), 
W3C Recommendation 27 April 2007 DR 

W3C SOAP 1.2 Part 2 SOAP 1.2 Part 2: Adjuncts (Second Edition), W3C Recommendation 
27 April 2007 DR 

UDDI 3.0.2 OASIS Universal Description, Discovery, and Integration Version 3.0.2 
UDDI Spec, Dated 2004-Oct-19 DR 

MIL-STD-6017* Variable Message Format (VMF) DR 

ITU-T Rec. H.264 (03/2009) ITU-T Rec. H.264, Advanced video coding for generic audiovisual 
service, March 2009 DR 

NGA.IP.0002_1.0 
Implementation Profile for High Resolution Elevation (HRE) Products, 
Specification of the data content, structure and metadata for raster 
elevation data products, (2009-10-23), Version 1.0 

DR 

OGC SensorML v1.0.0 OpenGIS Sensor Model Language (SensorML) Implementation 
Specification, Version 1.0.0 [OGC 07-000], 17 July 2007 DR 

OpenGIS Filter 1.1 OpenGIS® Filter Encoding Implementation Specification, Version 
1.1.0, 3 May 2005 DR 

WMTS v1.0.0 OpenGIS Web Map Tile Service Implementation Standard, v1.0.0, 
2010-04-06 DR 

HTML 4.01 HTML 4.01 Specification, W3C Recommendation, revised, 24 Dec DR 
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Standard & Sharable Geospatial Foundation 
1999 

*See Appendix 1, Implementation Details, for further information about version for 6017 and 2525. 

2.4.4 Display / Share Relevant Information 
 

[Desired goal or 
condition]  

will 
[Require actions] 

[Enabling the dissemination of essential information for display on the COP and 
commander’s visualization] 

will 
[require sharing and displaying relevant tactical information] 

 
Display / Share Relevant Information 

MIL-STD-6017* Variable Message Format (VMF) DR 

ITU-T Rec. H.264 (03/2009) ITU-T Rec. H.264, Advanced video coding for generic audiovisual 
service, March 2009 DR 

NGA.IP.0002_1.0 
Implementation Profile for High Resolution Elevation (HRE) Products, 
Specification of the data content, structure and metadata for raster 
elevation data products, (2009-10-23), Version 1.0 

DR 

HTML 4.01 HTML 4.01 Specification, W3C Recommendation, revised, 24 Dec 
1999 DR 

MIL-STD-2525* Common Warfighting Symbology DR 

DoD AIMS 03-1000 
Performance/Design and Qualification Requirements Technical 
Standard For The ATCRBS/IFF/MARK XIIA Electronic Identification 
System and Military Mode S 

DR 

ITU-T X.500 (08/2005) Information technology – Open Systems Interconnection – The 
Directory: Overview of concepts, models and services DR 

*See Appendix 1, Implementation Details, for further information about version for 6017 and 2525. 
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2.4.5 Enable Multi-form Collaboration 

[Desired goal or 
condition]  

will 
[Require actions] 

[Sharing thoughts and thought processes between superiors, subordinates, and 
peers] 

will 

[require providing the commander a means to transfer thoughts and ideas in a way 
that allows superiors, subordinates, and peers to visualize and hear what they are 

thinking] 
 

Enable Multi-form Collaboration 

IETF SIMPLE SIP for Instant Messaging and Presence Leveraging Extensions 
(SIMPLE) DR 

IETF RFC 6120 Extensible Messaging and Presence Protocol (XMPP): Core, March 
2011 DR 

IETF RFC 6121 Extensible Messaging and Presence Protocol (XMPP): Instant 
Messaging and Presence, March 2011 DR 

IETF RFC 6122 Extensible Messaging and Presence Protocol (XMPP): Address 
Format, March 2011 DR 

XEP-0004 Data Forms, 13 August 2007 DR 
XEP-0030 Service Discovery, 6 June 2008 DR 
XEP-0045 Multi-User Chat, 8 February 2012 DR 
XEP-0077 In-Band Registration, 25 January 2012 DR 

UCR 2013 Department of Defense Unified Capabilities Requirements 2013, 
January 2013 DIG 

XEP-0082 XMPP Date and Time Profiles, 28 May 2003 DIG 
XEP-0085 Chat State Notifications, 23 September 2009 DR 

XEP-0178 Best Practices for Use of SASL EXTERNAL with Certificates, 25 May 
2011 DR 

HTML 4.01 HTML 4.01 Specification, W3C Recommendation, revised, 24 Dec 
1999 DR 

MIL-STD-2525* Common Warfighting Symbology DR 

DoD AIMS 03-1000 
Performance/Design and Qualification Requirements Technical 
Standard For The ATCRBS/IFF/MARK XIIA Electronic Identification 
System and Military Mode S 

DR 

*See Appendix 1, Implementation Details, for further information about version for 6017 and 2525. 

 

2.4.6 Create, Communicate and Rehearse Orders 

[Desired goal or 
condition]  

will 
[Require actions] 

[Synchronizing war fighting functions (Movement & Maneuver, Intelligence, Fires, 
Sustainment, Command and Control, Protection)] 

will 
[require creating, changing, and distributing mission orders (both voice and 
written), to include attached graphics, between CPs, platforms, and leaders] 

 
Create, Communicate and Rehearse Orders 

MIL-STD-6017* Variable Message Format (VMF) DR 
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HTML 4.01 HTML 4.01 Specification, W3C Recommendation, revised, 24 Dec 
1999 DR 

MIL-STD-2525* Common Warfighting Symbology DR 

DoD AIMS 03-1000 
Performance/Design and Qualification Requirements Technical 
Standard For The ATCRBS/IFF/MARK XIIA Electronic Identification 
System and Military Mode S 

DR 

*See Appendix 1, Implementation Details, for further information about version for 6017 and 2525. 

 

2.4.7 Command and Control on-the-Move 
[Desired goal or 

condition]  
will 

[Require actions] 

[Maintaining situational awareness while conducting battlefield circulation] 
will 

[require the ability to move to the decisive point in the area of operations while 
maintaining near-real-time situational awareness and understanding] 

 
Command and Control on-the-Move 

MIL-STD-6017* Variable Message Format (VMF) DR 

IETF SIMPLE SIP for Instant Messaging and Presence Leveraging Extensions 
(SIMPLE) DR 

IETF RFC 6120 Extensible Messaging and Presence Protocol (XMPP): Core, March 
2011 DR 

IETF RFC 6121 Extensible Messaging and Presence Protocol (XMPP): Instant 
Messaging and Presence, March 2011 DR 

IETF RFC 6122 Extensible Messaging and Presence Protocol (XMPP): Address 
Format, March 2011 DR 

XEP-0004 Data Forms, 13 August 2007 DR 
XEP-0030 Service Discovery, 6 June 2008 DR 
XEP-0045 Multi-User Chat, 8 February 2012 DR 
XEP-0077 In-Band Registration, 25 January 2012 DR 

UCR 2013 Department of Defense Unified Capabilities Requirements 2013, 
January 2013 DIG 

XEP-0082 XMPP Date and Time Profiles, 28 May 2003 DIG 
XEP-0085 Chat State Notifications, 23 September 2009 DR 

XEP-0178 Best Practices for Use of SASL EXTERNAL with Certificates, 25 May 
2011 DR 

ANSI/TIA-102.AACA-1-2002 
Project 25 - Digital Radio Over-the-Air-Rekeying (OTAR) Protocol - 
Addendum 1 - Key Management Security Requirements for Type 3 
Block Encryption Algorithms, December 2002 

DR 

HTML 4.01 HTML 4.01 Specification, W3C Recommendation, revised, 24 Dec 
1999 DR 

MIL-STD-2525* Common Warfighting Symbology DR 

DoD AIMS 03-1000 
Performance/Design and Qualification Requirements Technical 
Standard For The ATCRBS/IFF/MARK XIIA Electronic Identification 
System and Military Mode S 

DR 

*See Appendix 1, Implementation Details, for further information about version for 6017 and 2525. 
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2.4.8 Joint, Interagency, Intergovernmental and Multinational Interoperability 

[Desired goal or 
condition]  

will 
[Require actions] 

[Enabling collaboration for planning and sharing of COP information with Joint and 
Multinational partners] 

will 
[require unity of effort amongst/with Interagency, Intergovernmental, and 

Multinational partners while achieving unity of command with Joint partners] 
 

Execute a Running Estimate 
 No standards at this time   

 

2.4.9 Execute a Running Estimate 

[Desired goal or 
condition]  

will 
[Require actions] 

[Continuously gathering and tracking information to support tactical decision-
making by providing a continuous assessment of current and future operations] 

will 
[require data sharing and analyzing by the mission command information system to 

inform the commander and his/staff] 
 

Execute a Running Estimate 
MIL-STD-6017* Variable Message Format (VMF) DR 

ANSI/TIA-102.AACA-1-2002 
Project 25 - Digital Radio Over-the-Air-Rekeying (OTAR) Protocol - 
Addendum 1 - Key Management Security Requirements for Type 3 
Block Encryption Algorithms, December 2002 

DR 

MIL-STD-2525* Common Warfighting Symbology DR 

DoD AIMS 03-1000 
Performance/Design and Qualification Requirements Technical 
Standard For The ATCRBS/IFF/MARK XIIA Electronic Identification 
System and Military Mode S 

DR 

*See Appendix 1, Implementation Details, for further information about version for 6017 and 2525. 

 

2.4.10 Training Support 
 

[Desired goal or 
condition]  

will 
[Require actions] 

[Preparing for operations using embedded rehearsal and training tools that 
faithfully represents the spectrum of missions and environments] 

will 
[require the commanders, leaders, and staffs with the capability to quickly train 

their staff and conduct realistic training] 
 

Training Support 
OASIS WS-Base Notification 
1.3 

Web Services Base Notification 1.3 (WS-Base Notification), OASIS 
Standard, 1 October 2006 DR 

W3C SOAP 1.2 Part 1 SOAP Version 1.2 Part 1: Messaging Framework (Second Edition), 
W3C Recommendation 27 April 2007 DR 

W3C SOAP 1.2 Part 2 SOAP 1.2 Part 2: Adjuncts (Second Edition), W3C Recommendation 
27 April 2007 DR 

UDDI 3.0.2 OASIS Universal Description, Discovery, and Integration Version 3.0.2 
UDDI Spec, Dated 2004-Oct-19 DR 

MIL-STD-6017* Variable Message Format (VMF) DR 
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Training Support 

ITU-T Rec. H.264 (03/2009) ITU-T Rec. H.264, Advanced video coding for generic audiovisual 
service, March 2009 DR 

NGA.IP.0002_1.0 
Implementation Profile for High Resolution Elevation (HRE) Products, 
Specification of the data content, structure and metadata for raster 
elevation data products, (2009-10-23), Version 1.0 

DR 

OGC SensorML v1.0.0 OpenGIS Sensor Model Language (SensorML) Implementation 
Specification, Version 1.0.0 [OGC 07-000], 17 July 2007 DR 

OpenGIS Filter 1.1 OpenGIS® Filter Encoding Implementation Specification, Version 
1.1.0, 3 May 2005 DR 

MIL-STD-2411(2) Raster Product Format, 6 October 1994; with Notice of Change, Notice 
1, 17 January 1995, and Notice of Change, Notice 2, 16 August 2001 DR 

MIL-STD-2411-1 w/Chg 3 Registered Data Values For Raster Product Format, 30 August 1994; 
with Change 3, 1 December 2009 DR 

MIL-STD-2411-2(1) 
Integration of Raster Product Format Files into the National Imagery 
Transmission Format, 26 August 1994, with Notice of Change, Notice 
1, 31 March 2004 

DR 

WMTS v1.0.0 OpenGIS Web Map Tile Service Implementation Standard, v1.0.0, 
2010-04-06 DR 

IETF SIMPLE SIP for Instant Messaging and Presence Leveraging Extensions 
(SIMPLE) DR 

IETF RFC 6120 Extensible Messaging and Presence Protocol (XMPP): Core, March 
2011 DR 

IETF RFC 6121 Extensible Messaging and Presence Protocol (XMPP): Instant 
Messaging and Presence, March 2011 DR 

IETF RFC 6122 Extensible Messaging and Presence Protocol (XMPP): Address 
Format, March 2011 DR 

XEP-0004 Data Forms, 13 August 2007 DR 

XEP-0030 Service Discovery, 6 June 2008 DR 
XEP-0045 Multi-User Chat, 8 February 2012 DR 
XEP-0077 In-Band Registration, 25 January 2012 DR 

UCR 2013 Department of Defense Unified Capabilities Requirements 2013, 
January 2013 DIG 

XEP-0082 XMPP Date and Time Profiles, 28 May 2003 DIG 
XEP-0085 Chat State Notifications, 23 September 2009 DR 

XEP-0178 Best Practices for Use of SASL EXTERNAL with Certificates, 25 May 
2011 DR 

ANSI/TIA-102.AACA-1-2002 
Project 25 - Digital Radio Over-the-Air-Rekeying (OTAR) Protocol - 
Addendum 1 - Key Management Security Requirements for Type 3 
Block Encryption Algorithms, December 2002 

DR 

SRW Design Spec Soldier Radio Waveform (SRW), Waveform Design Specification 
(WDS), Revision K, 23 March 2010 DIG 

HTML 4.01 HTML 4.01 Specification, W3C Recommendation, revised, 24 Dec 
1999 DR 

MIL-STD-2525* Common Warfighting Symbology DR 

DoD AIMS 03-1000 
Performance/Design and Qualification Requirements Technical 
Standard For The ATCRBS/IFF/MARK XIIA Electronic Identification 
System and Military Mode S 

DR 
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Training Support 

ITU-T X.500 (08/2005) The Directory: Overview of Concepts, Models, and Services - Data 
Communication Networks Directory, 2005/08/29 DR 

*See Appendix 1, Implementation Details, for further information about version for 6017 and 2525. 
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APPENDIX 1 Implementation Details 
 
The Implementation details for Mission Command Annex are: 

Standard ID Standard Title 

MIL-STD-2525 Common Warfighting Symbology 

MIL-STD-6017 Variable Message Format (VMF) 

IETF SIMPLE SIP for Instant Messaging and Presence Leveraging Extensions (SIMPLE) 

FIPS Pub 197 Advance Encryption Standard (AES), 26 November 2001 

 

1. MIL-STD-2525 and MIL-STD-6017  

The Symbology (MIL-STD-2525) and Variable Message Format (VMF) (MIL-STD-6-17) 
standards are closely tied as many of the VMF messages vary from version to version of the 
standard in alignment with changes of symbols in the symbology standard.  Therefore, the focus 
will be on how VMF itself is implemented.  The current environment makes it nearly impossible 
for all Army systems to use the same version, resulting in Fire Support systems and Aerial 
systems using different versions of the standard.  This has resulted because the Aerial systems 
have longer development and testing cycles, and at the same time the Fire Support systems are 
constantly at the cutting edge of developing new messages. 

The different versions of VMF (and symbology) are not backward compatible (BWC).  
Interoperability is attained on a situation by situation basis using the following methods: 

a. Limiting the message set type. 
 
b. Use of commercial software, such as Common Message Processor (CMP), where 

slower performance is not a limitation. 
 
c. Development of custom software, refined for specific interfaces, especially where 

performance or other unique factors are an issue. 
 

Here is the current listing of systems using VMF and symbology standards: 

System MIL-STD-6017 MIL-STD-2525 

AMDPCS ADAM  x 

CLOE x  
C-RAM x x 

FAAD x  
Ground Soldier System (GSS) [Nett Warrior (NW)] x x 
Indirect Fire Protection Capability  x 
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MOTS  x 
 

Therefore, vendors who need to use VMF are advised to know with which systems their solution 
needs to integrate or interoperate, and design their solutions accordingly in close coordination 
with the appropriate PMs. 

2. FIPS Pub 197 

FIPS PUB 197 is strongly supported by NSA as part of the Suite B algorithm set. Several 
vendors have products which implement this standard: 

Vendor Product 

Algortronix AES Core G2 

Certicom Certicom Suite B AES IP Core 

IP Cores, Inc. Ultra-Compact Advanced Encryption Standard Core 
 

WIN-T uses National Security Agency (NSA) Suite B Cryptography for classified information at 
which classification? What about JWICS or above secret in the colorless core??.  This standard 
is technically mature and stable.    The purchaser must assess products to meet four basic 
required functions: 

a. Message confidentiality: Only the authorized recipient should be able to extract 
the contents of the message from its encrypted form. In addition, it should not be 
possible to obtain information about the message contents (such as a statistical 
distribution of certain characters) as this makes cryptanalysis easier.  

b. Message integrity: The recipient should be able to determine if the message has 
been altered during transmission.  

c. Sender authentication: The recipient should be able to identify the sender, and 
verify that the purported sender actually did send the message.  

d. Sender non-repudiation: The sender should not be able to deny sending the 
message. 

This means that applications implementing this standard may not be interoperable.  Vendors 
who wish to include this standard in their solution must be cognizant of the potential 
interoperability issues. 
 
 

3. Internet Engineering Task Force (IETF) SIMPLE 
 

Although there are quite a few SIMPLE products available, there is very little demonstrated 
interoperability between different SIMPLE vendors’ products. Two of the largest SIMPLE 
vendors, Microsoft Office Communication Server and IBM Sametime, do not interoperate.  
Standards level interoperability between the two major instant messaging standards XMPP and 
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SIMPLE has been demonstrated and tested in multiple implementations with commercially 
available gateways such as Antepo's (now Adobe) SIMPLE to XMPP gateway and Jabber Inc's 
XCP server. However, this does not imply that SIMPLE is interoperable, but merely that vendors 
have provided a way to bridge the protocols. The bridging does have limitations and not all chat 
features are available.   

It is recommended that any vendors wishing to use SIMPLE be aware of the interoperability 
issues on the Army network, and that the vendor be prepared to provide a way to bridge the 
SIMPLE and XMPP protocols. 
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Acronyms 
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AR - armor 
ARCYBER - Army Cyber 
ANW2 – Advanced Networking Wideband Waveform 
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BCC -- Battle Command Collapse 
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CO – company 
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CS - combat support  
CSSB - combat sustainment support battalion 
DIV - division 
DMVPN - Dynamic Multipoint Virtual Private Network 
DOTMLPF – Doctrine, Organization, Training, Materiel, Leadership, Personnel, Facilities 
E2E – end to end 
EA - Enterprise Architecture 
EN - engineer  
E-UGS – (Expendable) Unattended Ground Sensors 
FA - field artillery 
FDT&E – Force Development Test and Evaluation 
GNOMAD -- Global Network On-the-Move Active Distribution 
GRD AMB - ground ambulance 
GS - general support 
HARC GMR -- High Antennas for Radio Comms-Ground Mobile Radio 
HBCT - heavy brigade combat team 
HCT - human intelligence collection team 
HHB - headquarters and headquarters battalion 
HHC - Headquarters and Headquarters Company 
HMS – Handheld, Man Portable Small Form Fit 
HQDA – Headquarters Department of the Army 
IA - information assurance 
IBCT - Infantry Brigade Combat Team 
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ID - Infantry Division 
IN - infantry 
IOT&E – Initial Operational Test and Evaluation 
JBC-P -- Joint Battle Command-Platform 
JCR – Joint Capabilities Release 
JENM -- JTRS (Joint Tactical Radio System) Enterprise Network Mgr 
JIIM - Joint, Interagency, Intergovernmental, and Multinational 
MAKO ISR -- Miniature Aerostat Concept Intelligence Surveillance and Reconnaissance 
MANET – Mobile Adhoc Network 
MCEC – Mission Command Essential Capabilities 
MCCPS OTM -- Modular Company CP System on the Move 
MEB - maneuver enhancement brigade  
MED - medical 
MX - mechanized  
NeMC – net-enabled mission command 
NET/NEF – network equipment testing/network equipment fielding 
NetOps – Network operations 
NIE – Network Integration Evaluation 
NID – Network Integration Division 
NIK – Network Integration Kit 
NIR – Network Integrated Rehearsal 
NMW – Network Management Waveform 
NW -- Nett Warrior 
OPCON - operational control 
OTM - On the move 
POP – Point of Presence 
PLT - platoon 
RDN -- Rapidly Deployable Network 
RF WNS – Radio Frequency Wideband Networking Solutions 
RR – Rifleman’s Radio 
RVCS -- Radio Voice Cross banding System 
SAASM -- Selective Availability Anti-spoofing Module 
SIG – signal 
SUST - sustainment 
SINGARS PLI -- Position Location Information 
SINGARS RBCI -- Radio Based Combat Identification 
SNE – Soldier Network Extension 
SOS-I – System of Systems Integration (Directorate, ASA-ALT) 
SRW – Soldier Radio Waveform 
SUE – System Under Evaluation 
SUGV -- Small Unmanned Ground Vehicle 
SUT – System Under Test 
TIM – Technology Interchange Meeting 
TUAS - tactical unmanned aircraft system 
WIT – Warfighter Initialization Tool 
WIN-T Inc 2 – Warfighter Information Network - Tactical, Increment 2 
WNAN – Wireless Network after Next 
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Executive Summary 
 
The Army’s modernization priority is the Network, the seamless integration of Warfighter and 
business applications, sensors, systems, services, and transport underpinned by common 
standards that conform to industry best practices wherever possible.  As the Army seeks 
proposals from industry, it is critical that all new technology conforms to a Common Operational 
Environment (COE) and integration standards.  
 
The CIO/G-6 in coordination with ASA (ALT), TRADOC, and other principal stakeholders, has 
developed these technical architecture documents to support the development of potential 
vendor solutions to capability gaps identified in the Network Integration Evaluation (NIE) 
Sources Sought announcement.  Industry partners should use this document as a guide to 
assist their integration activities. The standards we provide use a top down approach to support 
the capability gaps and are limited to DISR.  However, vendors are encouraged to use industry 
standards outside this list as long as they coordinate integration with the appropriate PMs.  The 
Systems Under Evaluation (SUE) assessment factors and the Lab Based Risk Reduction 
(LBRR) will ensure compliance with the existing network. 

The increasing use of COTS technologies and standards is a critical step towards achieving the 
Army’s Network Vision of a single, secure, standards-based, versatile infrastructure that 
provides Warfighters with the information they need, when they need it, in any environment.  We 
owe it to our industry partners to outline the technical standards and to our soldiers to extend 
the enterprise to the tactical edge, remove their burden of integration and to seek cost-effective 
solutions in a timely and efficient manner. 
 
The NIE 15.1 Technical Architecture is released with the Sources Sought by ASA(ALT).  The 
seven annexes are: 

 
A – Routing & Switching 
B – Mission Command 
C – Quality of Service (QoS) 
D – Telephony (Voice)   
E –  NetOps  
F –  Information Assurance 
G –  Transport 

 
This guidance, including this EXSUM is effective for the duration of NIE 15.1 and will be 
superseded to refresh technical standards according to each NIE event and in accordance with 
DoD IT Standards (DISR) baselines, emerging technologies and Capability Set modifications.  
 
Points of contact for this action are MAJ Oliver Ford, Architecture Integration Officer, 
oliver.j.ford2@fm@mail.mil, (703) 545-1518 and CW4 Ralph Walton, AAIC Senior Technical 
Advisor, ralph.m.walton.mil@mail.mil, (703)545-1401.   
 
  

mailto:oliver.j.ford2@fm@mail.mil
mailto:ralph.m.walton.mil@mail.mil
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1.0  Scope of Quality of Service (QoS) 
Annex C describes the rules and standards for Quality of Service (QoS) in the context of a 
representative Brigade Combat Team (BCT). These standards are grouped by rules based on 
key capabilities/functions.  Details for implementation and anticipated Technology Friction 
Points (TFP) are included.  Supporting generic diagrams throughout the document place these 
standards and rules within the operational context of a logical and physical environment. 

Note: Brand name products or vendors listed in this document are of commercial products 
currently in use at the NIE and are provided to guide NIE participants in their integration 
activities.  Listing these products or vendors does not constitute an endorsement of any 
particular product or vendor by the U.S. Army. 

1.1 Quality of Service (QoS) Overview 
QoS refers to the set of performance criteria used to define and measure acceptable behavior of 
a system or an operation under control of a system.  There is Network QoS and End-to-End 
(E2E) QoS.  It is expected that the appliance or routers will support or enhance the E2E QoS 
architecture currently deployed by the Army.  The standards supporting the appliance or routers 
will additionally support the emerging, overarching QoS architecture and the path forward.   

QoS will be applied as part of an E2E strategy from the Lower Tactical Internet (LTI) to Upper 
Tactical Internet (UTI) and to the WIN-T increments/components at those echelons.  QoS 
applies a prioritization to various types of traffic during times of network congestion.  The 
implementation of QoS is a manifestation of the policy providing the required network service 
level during times of congestion.  As the demands of the network increase, so too must the 
ability to prioritize and guarantee the service levels required for mission critical traffic. 

The objective E2E QoS architecture distributes QoS functions across three layers of the 
network: application, service, and network. Each is defined below: 

1. Application Layer—Provides a capability for the operator to request the priority, based on mission needs 
within the user application. 

2. Service Layer—Serves as the interface between the application layer and the network layer. The service 
types and the priority requests are adaptively translated and mapped to a network DSCP, based on mission 
needs. The service layer also paces the application traffic onto the network, based on network congestion 
feedback from the network layer. 

3. Network Layer—Classifies the traffic into different classes by: marking traffic based on its behavior and 
policies; prioritizing traffic based upon its markings within the forwarding queues of the router or radio; 
providing network congestion status; enforcing rate limiting; and carrying out DSCP execution in compliance 
with the GIG interoperability standards. 

Three complementary QoS features form the basis of the WIN-T Inc 2 design: 

1. Optimization of Wide Area Network (WAN) topology represents a collection of features that monitor the 
quality of the link to each Highband Networking Waveform (HNW) radio neighbor and dynamically adjusts 
link data rates over HNW and the Network Centric Waveform (NCW) to the highest supportable rate.  
Metrics associated with the quality of these radio links are provided to the attached routers to maximize 
utilization of the radio capacity. 
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2. Measurement-Based Admission Control maintains a quality state for all destinations and active sessions.  
Based on these performance measurements and the priority of the traffic, a new session may be admitted or 
denied, or may preempt another session. 

3. Per Hop Queue Management queues and prioritizes traffic at each router within the WIN-T design.  The 
queue management is based on commercial IP router Differentiated Services Code Point (DSCP) and 
DiffServ queuing technologies used for traffic marking, shaping, and policing.  Traffic marking is performed 
by the local area network (LAN) router at the ingress point into the WIN-T network that identifies the traffic 
priority types based on application header information, IP address, port number, or protocols. 

QoS is also implemented outside of the Tactical Router, particularly in the LTI. For example, Variable 
Message Format (VMF) has message priorities which are handled at the application level, where QoS is 
handled by the NOC to ensure that higher priority messages get sent first. 

1.2 Quality of Service (QoS) Decomposition 
QoS maps to selected capabilities, outlined in red within the context of DoD Information 
Environment Architecture (IEA) capabilities in Figure 2. 
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Figure 1: QoS Capabilities Highlighted in Red 

 (Derived from  DoD IEA V2.0, Volume II, July 2012) 
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Figure 2 below shows only the highlighted QoS capabilities from Figure 2. 

 
Figure 2: QoS Capabilities 

(Derived from  DoD IEA V2.0, Volume II, July 2012) 

  

From Figure 2, the QoS capabilities identified in the taxonomy will be the basis for the rules to 
which the standards are mapped in Section 2.  The following are the definitions of these three 
capabilities, with the definitions of each taken from the IEA AV-2. 

 
IE Health and 

Readiness 
Measurement 

The ability to develop and maintain metrics required to measure the health and mission 
readiness of DoD IE assets, services, and applications.  (For additional information, see 
Annex E – NetOps) 

Dynamic 
Routing / Policy-

based 
Management 

The ability to implement and use dynamic routing / policy-based management to enable 
dynamic operation and management of the IE. 

End-to-End 
Quality of 
Service 

The ability to proactively monitor and control service levels and quality of service on an end-
to-end basis.  End-to-end monitoring and control will be integrated across networks, 
computing platforms, systems, applications, and services. 
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2.0   QoS Standards 

2.1 Standards Status Definition 
Standards are classified according to the following status scheme found in the DOD IT 
Standards Registry (DISR): 
 

• DIG (DISR Information Guidance) - standards that are listed as Active Information 
Guidance in the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this 
document publication date. 

• DP (DISR Pending) - standards that are Emerging in the DISR Baseline 13.2 and are 
expected to at some point to be moved to Mandatory. 

• DR (DISR Repository) - standards that are Mandatory in the DISR online repository in 
the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this document 
publication date. 
 

The intent of this classification is to assist vendors and stakeholders in identifying the particular 
standards and technologies planned for use by the Army in the NIE events.  

2.2 Rules Based Approach  
As a way ahead to Enterprise Architecture, and to establish a basis for CIO/G-6 oversight of IT 
programs and activities, a Rules Based Approach is being applied.  The following illustrates the 
Army Principles Construct concept, which builds a common thread from statement of the 
capability, through the implied business rule, to the technical implementation.  As a way ahead 
to Enterprise Architecture, and to establish a basis for CIO/G-6 oversight of IT programs and 
activities, a Rule Based Approach is being applied.  The rules statements will conform to the 
following format: 

[Desired Goal or Condition] will [Require Actions] 

For each rule, the applicable standards will be listed in the Standards table.  example: 

MIL-STD-1234 Variable Message Format Alpha DR 
 
This table will have three columns: 
 

• Standard ID – The identification of the Standard (MIL STD 1234 in 1st column above). 
 

• Standard Title – The title of the Standard (Variable Message Format Alpha in 2nd column 
above). 
 

• Standard Status – The status of the standard as stated in Section 2.1 (DR in 3rd column 
above). 



NIE Technical Architecture for NIE 15.1        21 November 2013 

Annex C –Quality of Service V2.81        

4 
 

ARMY CIO/G-6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 

 
UNCLASSIFIED 

“Approved for public release” – HQDA CIO/G6-AAIC Director 

2.3 QoS Standards and Operational Context 
The operational context for the QoS standards within the echelons is shown in Figure 3. 

 
Figure 3: QoS IEA Capabilities vs. Echelons 

 

Figure 3 shows that IE Health and Readiness measurement takes place at lower echelons, 
where network health is of most concern; Dynamic and Policy-base Management is 
implemented from tactical edge up to CO CP, as policies are set and pushed down; and E-to-E 
QoS occurs at every echelon. 

Some Mission Command (MC) application, notably Advanced Field Artillery Tactical Data 
System (AFATDS), Air and Missile Defense Work Station (AMDWS), Distributed Common 
Ground Station-Army (DCGS-A) and Command Post of the Future (CPOF) have a priority and 
precedence requirement for CS14.  CS 14 radio transport systems provide the ability to treat 
information with varying degrees of priority.  WIN-T Incr. 2 has implemented priority marking 
consistent with GIG QoS guidelines, network congestion detection, traffic preemption, and traffic 
shaping.  SRW has also implemented IP Type of Service (ToS) and Differential Service Code 
Point (DSCP) marking schemes. 
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Figure 4 shows a typical Brigade Technical Operations Center (BDE TOC), including network 
access provided through the POPs and SNEs.  The figure includes an overlay of the QoS 
standards listed below. 

 

Figure 4: BDE TOC with QoS Standards Overlay 
 

Figure 5 shows a typical Company Command Post (CO CP), supporting Mission Command On-
The-Move (MCOTM) and using a SIPR-NIPR Access Point (SNAP terminal.  Refer to #3 in 
Appendix 1 Implementation Details for WIN-T SNAP Terminal. 

Figure 6 shows the Lower Tactical Internet (LTI), where QoS is used in SRW systems.  
 

 
Figure 5: QoS at Lower Tactical Internet (LTI)  

 
The remainder of this section outlines the QoS rules and standards. 

2.3.1  IE Health and Readiness Measurement 
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For IE Health and Readiness Measurement, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[Telecommunications services availability anywhere] 
will 

 [require the use of communications satellites to receive signals from antennae on 
the Earth's surface, or from other satellites, amplify the signals, and beam them back 

to Earth.] 
 

IE Health and Readiness Measurement Standards 
IETF RFC 3168 Addition of Explicit Congestion Notification DR 

 

 

2.3.2  Dynamic Routing / Policy-based Management 
 
For Dynamic Routing / Policy-based Management, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[The seamless transmission of information (voice, video, or data)] 
will 

 [require the set of communication protocols used for the Internet and other similar 
networks.] 

 
Dynamic Routing / Policy-based Management Standards 

IETF RFC 3644 Policy Quality of Service Information Model DR 
IETF RFC 3260 New Terminology and Clarification for Diffserv, April 2002 DIG 

ANSI/ATIS 
1000619.a.1994(R2007) 

Integrated Services Digital Network (ISDN) - Multi-Level Precedence and 
Preemption (MLPP) Service Capability (MLPP Service Domain and Cause Value 
Changes) (formerly T1.619a-1994 (R2007)) 

DR 

IETF RFC 2215 General Characterization Parameters for Integrated Service Network Elements, 
September 1997 DR 

IETF RFC 2474 Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 
Headers, December 1998 DR 

IETF RFC 2210 The Use of RSVP with IETF Integrated Services, September 1997 DR 
 

 
2.3.3  End-to-End Quality of Service 
 
For End-to-End Quality of Service, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[The seamless transmission of information (voice, video, or data)] 
will 

 [require the set of communication protocols used for the Internet and other similar 
networks.] 

 
End-to-End Quality of Service Standards 

IETF Standard 
54/RFC 2328 Open Shortest Path First Routing Version 2, April 1998 DR 
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APPENDIX 1 Implementation Details 
 

1. Two of the standards for NIE 14.2 QoS, IETF RFC 2474 and RFC 2328 are broadly 
implemented across the Army enterprise.  Dozens of program offices have registered 
Technical Standards Profiles (TV-1s) for their system in the DOD IT Standards Registry 
(DISR).  In addition, many of these TV-1s have been registered within the past three 
years.  Systems of note that implement these standards include WIN-T, JNN (WIN-T Inc 
1a), and WIN-T Inc 2. 

2. Evaluations at the NIE include assessment of the ability of SRW, ANW2, and WIN-T to 
support the latency and Quality of Service (QoS) requirements for the FIRES missions.  

 
3. The Capability Set (CS) 13 Deployment Expeditionary Force (DEF) network provides 

SIPR-NIPR Access Points Version 1 (SNAPv1) at some Company CPs.  Because 
SNAPv1s are designed in accordance with the WIN-T Inc 1 architecture rather than the 
Inc 2 architecture, they do not rely on a colorless core nor employ the Inc 2 QoS 
approach.  

 
4. The routing architecture shall provide support for multiple QoS levels. It is an objective 

that every network support differentiated services based on the IP’s Differentiated 
Services Code Point (DSCP).  
 

5. WIN-T Inc 2 for example, has implemented comprehensive QoS mechanisms including 
priority marking consistent with the GIG QoS guidelines, network congestion detection, 
traffic preemption, and traffic shaping. The SRW has also implemented the IP Type of 
Service (ToS) and Differential Service Code Point (DSCP) marking schemes. 

6. WIN-T Point of Presence (PoP) and Soldier Network Extension (SNE) platforms employ 
QoS with congestion control.  It utilizes TCP proxy to enhance the performance of TCP 
traffic over high-delay satellite links. 

 
7. Lower Tactical Internet (LTI) consists of the SRW running on Harris PRC 117Gs, SRW 

Appliqués, Handheld, Manpack, Small Form Factor (HMS) Manpacks, and Rifleman 
Radios (RR) which provide the CO and PLT level terrestrial IP transport.  BFT-2 
provides a low bandwidth BLOS transport for the majority of vehicles within the BCT.  
 

8. For End-to-End Quality of Service, draft-dubois-r2cp-00, “Radio-Router Control Protocol 
(R2CP)” is of interest but is not in DISR. 
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Acronyms 
 
3G/4G – Third Generation/Fourth Generation 
AASLT - air assault 
AR - armor 
ARCYBER - Army Cyber 
ANW2 – Advanced Networking Wideband Waveform 
AV - aviation 
BCC -- Battle Command Collapse 
BDE - brigade 
BLOS – beyond line-of-site 
BN - battalion 
BSB - brigade support battalion 
BSTB - brigade special troops battalion 
BTB - brigade troop battalion 
C5ISR – Command, Control, Communications, Computers, Combat Systems, Intelligence, 
Surveillance, and Reconnaissance 
CAB - combat aviation brigade 
CAV - cavalry  
CM - chemical  
CO – company 
CoCP – company command post 
CS - combat support  
CSSB - combat sustainment support battalion 
DIV - division 
DMVPN - Dynamic Multipoint Virtual Private Network 
DOTMLPF – Doctrine, Organization, Training, Materiel, Leadership, Personnel, Facilities 
E2E – end to end 
EA - Enterprise Architecture 
EN - engineer  
E-UGS – (Expendable) Unattended Ground Sensors 
FA - field artillery 
FDT&E – Force Development Test and Evaluation 
GNOMAD -- Global Network On-the-Move Active Distribution 
GRD AMB - ground ambulance 
GS - general support 
HARC GMR -- High Antennas for Radio Comms-Ground Mobile Radio 
HBCT - heavy brigade combat team 
HCT - human intelligence collection team 
HHB - headquarters and headquarters battalion 
HHC - Headquarters and Headquarters Company 
HMS – Handheld, Man Portable Small Form Fit 
HQDA – Headquarters Department of the Army 
IA - information assurance 
IBCT - Infantry Brigade Combat Team 
ID - Infantry Division 
IN - infantry 
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IOT&E – Initial Operational Test and Evaluation 
JBC-P -- Joint Battle Command-Platform 
JCR – Joint Capabilities Release 
JENM -- JTRS (Joint Tactical Radio System) Enterprise Network Mgr 
JIIM - Joint, Interagency, Intergovernmental, and Multinational 
MAKO ISR -- Miniature Aerostat Concept Intelligence Surveillance and Reconnaissance 
MANET – Mobile Adhoc Network 
MCCPS OTM -- Modular Company CP System on the Move 
MEB - maneuver enhancement brigade  
MED - medical 
MX - mechanized  
NeMC – net-enabled mission command 
NET/NEF – network equipment testing/network equipment fielding 
NetOps – Network operations 
NIE – Network Integration Evaluation 
NID – Network Integration Division 
NIK – Network Integration Kit 
NIR – Network Integrated Rehearsal 
NW -- Nett Warrior 
OPCON - operational control 
OTM - On the move 
PLT - platoon 
RDN -- Rapidly Deployable Network 
RF WNS – Radio Frequency Wideband Networking Solutions 
RR – Rifleman’s Radio 
RVCS -- Radio Voice Cross banding System 
SAASM -- Selective Availability Anti-spoofing Module 
SIG – signal 
SUST - sustainment 
SINGARS PLI -- Position Location Information 
SINGARS RBCI -- Radio Based Combat Identification 
SOS-I – System of Systems Integration (Directorate, ASA-ALT) 
SUE – System Under Evaluation 
SUGV -- Small Unmanned Ground Vehicle 
SUT – System Under Test 
TIM – Technology Interchange Meeting 
TM - team 
TUAS - tactical unmanned aircraft system 
WIT – Warfighter Initialization Tool 
WIN-T Inc 2 – Warfighter Information Network - Tactical, Increment 2 
WNAN – Wireless Network after Next 
WNW – Wideband Network Waveform 
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Executive Summary 
 
The Army’s modernization priority is the Network, the seamless integration of Warfighter and 
business applications, sensors, systems, services, and transport underpinned by common 
standards that conform to industry best practices wherever possible.  As the Army seeks 
proposals from industry, it is critical that all new technology conforms to a Common Operational 
Environment (COE) and integration standards.  
 
The CIO/G-6 in coordination with ASA (ALT), TRADOC, and other principal stakeholders, has 
developed these technical architecture documents to support the development of potential 
vendor solutions to capability gaps identified in the Network Integration Evaluation (NIE) 
Sources Sought announcement.  Industry partners should use this document as a guide to 
assist their integration activities. The standards we provide use a top down approach to support 
the capability gaps and are limited to DISR.  However, vendors are encouraged to use industry 
standards outside this list as long as they coordinate integration with the appropriate PMs.  The 
Systems Under Evaluation (SUE) assessment factors and the Lab Based Risk Reduction 
(LBRR) will ensure compliance with the existing network. 

The increasing use of COTS technologies and standards is a critical step towards achieving the 
Army’s Network Vision of a single, secure, standards-based, versatile infrastructure that 
provides Warfighters with the information they need, when they need it, in any environment.  We 
owe it to our industry partners to outline the technical standards and to our soldiers to extend 
the enterprise to the tactical edge, remove their burden of integration and to seek cost-effective 
solutions in a timely and efficient manner. 
 
The NIE 15.1 Technical Architecture is released with the Sources Sought by ASA(ALT).  The 
seven annexes are: 

 
A – Routing & Switching 
B – Mission Command 
C – Quality of Service (QoS) 
D – Telephony (Voice)   
E –  NetOps  
F –  Information Assurance 
G –  Transport 

 
This guidance, including this EXSUM is effective for the duration of NIE 15.1 and will be 
superseded to refresh technical standards according to each NIE event and in accordance with 
DoD IT Standards (DISR) baselines, emerging technologies and Capability Set modifications.  
 
Points of contact for this action are MAJ Oliver Ford, Architecture Integration Officer, 
oliver.j.ford2@fm@mail.mil, (703) 545-1518 and CW4 Ralph Walton, AAIC Senior Technical 
Advisor, ralph.m.walton.mil@mail.mil, (703)545-1401.   
 
  

mailto:oliver.j.ford2@fm@mail.mil
mailto:ralph.m.walton.mil@mail.mil
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1.0 Scope of Telephony 
 
Annex D describes the rules and standards for Voice and Telephony in the context of a 
representative Brigade Combat Team (BCT). These standards are grouped by rules based on 
key capabilities/functions.  Details for implementation and anticipated Technology Friction 
Points (TFP) are included.  Supporting generic diagrams throughout the document place these 
standards and rules within the operational context of a logical and physical environment. 
 
Note: Brand name products or vendors listed in this document are of commercial products 
currently in use at the NIE and are provided to guide NIE participants in their integration 
activities.  Listing these products or vendors does not constitute an endorsement of any 
particular product or vendor by the U.S. Army. 

1.1 Telephony Overview 
 
A Brigade Combat Team (BCT) requires voice nets operating in different platforms, such as: 

• Tactical Satellite (TACSAT) 
• High Frequency (HF) Radio 
• SINCGARS radios 
• MBITR handhelds 
• Leaders Radio (PRC-154A) 
• PRC-155 Radio 
• HMS Manpack 

Voice operations encompass two areas: 

1. Combat Net Radio (CNR) for the Lower Tactical Internet (LTI)  
2. Telephony for the Upper Tactical Internet (UTI) 

This annex describes the standards to support the systems in the Tactical Internets (TI) of both 
CNR and Telephony. Two major changes in Warfighter Information Network-Tactical (WIN-T) 
Incr. 2 are impacting the voice architecture: 

1. Various voice improvements, such as extending telephony to selected mobile platforms 
(e.g. Commander [CDR] vehicles) and providing range extension for battalion (BN) 
Single-Channel Ground and Air Radio System (SINCGARS) voice.  

2. The underlying technology for CO and below voice nets changes from SINCGARS (still 
available) to the Soldier Radio Waveform (SRW), extending to the individual Soldier. 
SRW can support data and voice on a single channel, reducing the radio footprint.  

 
CNR and telephony systems include the Combat Service Support (CSS) Very Small Aperture 
Terminal (VSAT) and Trojan Lite systems, Command Post of the Future (CPOF) collaboration 
suite, Tactical Satellite (TACSAT) radios, High-Frequency (HF) radios, SINCGARS radios at 
Brigade (BDE) and Battalion (BN) echelons, and intercom and radio gateway systems at 
Command Post Communications System (CPCS) and Command Post Platform (CPP) in 
Command Posts (CP) and in other vehicles..  Figure 1 outlines the key attributes and 
distinctions between CNR and Telephony. 
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Figure 1: CNR vs Telephony 
 
 
Telephony consists of dial-up, point-to-point, and conference calling, where two or more can 
speak simultaneously. Telephony is provided at fixed location CPs and WIN-T-equipped mobile 
platforms. The underlying technology is Voice over Internet Protocol (VoIP).  
 
Combat Net Radio (CNR) consists of push-to-talk voice nets, where only one person can speak 
at a time. Multiple CNR nets are provided for the mobile users, both mounted and dismounted. 
These nets are based on SRW call groups plus legacy technologies (e.g., SINCGARS, 
TACSAT, and HF). VoIP technology is not used.   
 
Figure 2 illustrates an example of a UTI voice call using WIN-T, Figure 3 shows typical CNR 
nets for an IBCT. 
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Figure 2: Example of UTI Voice Call Using WIN-T 

(Source:  CS 14 Network Design Book 30 April 2013 DRAFT) 
 
The CNR nets shown in Figure 3 can be implemented using different technologies.  SINCGARS 
is most common and provides line-of-site (LOS) connectivity and is used all the way up to BDE.  
However, this is being supplanted, at least at CO and below since CS 13, with SRW, which 
provide IP as well as radio connectivity.  For beyond LOS (BLOS) communications, TACSAT 
and HF waveforms are used. 
 

 

Figure 3: CNR Nets for an IBCT 
(Source:  CS 14 Network Design Book 30 April 2013 DRAFT) 

 
 

1.2 Telephony Decomposition 
 

This section provides the decomposition Telephony within the Information Environment 
Architecture (IEA) framework.  There are IEA Services level maps  that fit well.  Specifically, 
Connect and Access Services include services applicable to Telephony.  Figure 5 shows the 
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DoD IEA Connect, Access, and Share Services, with those that apply to Telephony highlighted 
in red. 
 

 
Figure 4: Connect, Access, and Share Services, Telephony Highlighted in Red 

 (Derived from DoD IEA V2.0, Volume II, July 2012) 
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From Figure 4, only the Telephony services are grouped in Figure 5. 
 

 

Figure 5: Telephony Services, Derived from DoD IEA 
 (Derived from  DoD IEA V2.0, Volume II, July 2012) 

 
These telephony services, with the definitions of each from the IEA AV-2, are listed in the table 
below and serve as the basis for the rules in Section 2. 

 
Commercial / 

Military Satellite 
Communication 

Services 

This service provides telecommunications through the use of communications 
satellites to receive signals from antennae on the Earth's surface, or from other 
satellites, amplify the signals, and beam them back to Earth. 

IP Based 
Networking 

Services 

This service group provides for the seamless transmission of information (voice, 
video, or data) by using the set of communication protocols used for the Internet and 
other similar networks. 

Video 
Teleconferencing 

Services 

This service provides the capability to operate (schedule, facilitate) and maintain 
common-user VTC Studios to include interface access for VTC and secure 
telephone equipment. These services also include design and installation advice 
and technical support. 

Wireless 
Communication 

Services 

This service provides communications via radio frequency,  microwave, or infrared 
(IR) short-range that transfer information without the use of wires. 

Wired 
Communication 

Services 

This service enables the transmission of data over a wire-based communication 
technology, typically via telephone lines, cables, and fiber-optic communication. 

End User Device 
Services 

This service provides end user computing devices and the management of those 
devices. 

Access Services The set of services that provide the functionality required to grant or deny available 
information assets to human and machine users. 

  

 



6 
 

ARMY CIO/G6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 

 
UNCLASSIFIED 

“Approved for public release” – HQDA CIO/G6-AAIC Director 
 

 
 
2.0 Telephony Standards 
 
2.1 Standards Status Definitions 
 
Standards are classified according to the following status scheme found in the DOD IT 
Standards Registry (DISR): 
 

• DIG (DISR Information Guidance) - standards that are listed as Active Information 
Guidance in the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this 
document publication date. 

• DP (DISR Pending) - standards that are Emerging in the DISR Baseline 13.2 and are 
expected to at some point to be moved to Mandatory. 

• DR (DISR Repository) - standards that are Mandatory in the DISR online repository in 
the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this document 
publication date. 
 

The intent of this classification is to assist vendors and stakeholders in identifying the particular 
standards and technologies planned for use by the Army in the NIE events.  

 
2.2 Rules Based Approach 
 
As a way ahead to Enterprise Architecture, and to establish a basis for CIO/G-6 oversight of IT 
programs and activities, a Rule Based Approach is being applied. 
 
The rules statements will conform to the following format:  
 

[Desired Goal or Condition] will [Require Actions] 
 
 

For each rule, the applicable standards will be listed in the Standards table.  
 
Here is an example: 
 

MIL STD 1234 Variable Message Format Alpha DR 
 
This table will have three columns: 
 

• Standard ID – The identification of the Standard (MIL STD 1234 in 1st column above). 
 
• Standard Title – The title of the Standard (Variable Message Format Alpha in 2nd column 

above). 
 
• Standard Status – The status of the standard as stated in Section 2.1 (DR in 3rd column 

above). 
 



7 
 

ARMY CIO/G6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 

 
UNCLASSIFIED 

“Approved for public release” – HQDA CIO/G6-AAIC Director 
 

 
2.3 Telephony Standards and Operational Context 
 
Telephony within an operational context is illustrated in Figure 7. 
 

 

Figure 6: Telephony Rules vs. Echelon 
 
The primary means of voice communications for mounted and dismounted soldiers is push-to-
talk CNR. An IBCT has many separate Combat Net Radio (CNR) nets. The nets are primarily 
organized around Command and Control (C2), Administrative and Logistic (A&L), Operations 
and Intelligence (O&I), and Fires. Every tactical wheeled vehicle and dismounted leader 
participates in at least one CNR net as a force protection requirement. Many vehicles and 
dismounted leaders need to participate in two or more CNR nets.  
 
Figure 6 shows different CNR voice call configurations. The configuration on the left titled CNR 
Voice call with AN/PRC-177G mounted on AN/VRC-114 can be explained as follows. CNR nets 
within many companies will operate over radios with the SRW. This includes the company, 
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platoon, and squad voice nets. This is a significant change for CS13, since these nets currently 
operate over SINCGARS. The primary reason for transitioning to SRW is that this waveform 
was designed to support multiple CNR nets plus data, simultaneously. For dismounts, this 
means that a Soldier can use one radio for voice and data exchanges within a platoon. A 
Soldier or vehicle may require an additional waveform (e.g., SINCGARS) to satisfy external 
interoperability requirements. 
 

CNR Voice call with AN/PRC-177G mounted 
on AN/VRC-114

IETF RFC 3550
MIL-STD XXS
STANAG 4591

Standards and Technologies

Company
SINCGARS Voice Call with “Push to Talk” Radio 

Set at the Company Net

VRC-92 PRC-155

MIL-STD-188-242
MIL-STD-188-165A(1)

Standards and Technologies

 

Figure 7: Examples of CNR Voice Call Component Overlay 
 
Voice is implemented over the SRW waveform using pre-configured call groups. These call 
groups use a time division multiplexed (TDM) frame structure. A call group may include all or a 
subset of users in an SRW net. Two users may communicate even when not in direct line of 
sight, since SRW internally retransmits voice a designated number of “hops.” This allows 
communications around obstacles or beyond the nominal point-point range of the radio. Voice is 
encoded using 2.4 kbps MELPe encoding, which provides better voice quality than SINCGARS. 
Though SRW nets will be simultaneously used for voice and Internet protocol (IP) data, VoIP 
will not be used over SRW. The reason is that the additional overhead associated with VoIP 
(i.e., Real-Time Transport Protocol [RTP], User Datagram Protocol [UDP], and IP headers) is 
considered excessive relative to the capacity of SRW networks. 
 
The configuration on the right titled SINCGARS Voice Call with “Push to Talk” Radio Set at the 
Company Net shows how a SINCGARS voice call will be made at the Company Net. Many CNR 
nets in CS13 will continue to be based on the SINCGARS waveform. It is the primary line-of-
sight waveform for BN and BDE-wide nets and combat support nets. The waveform operates in 
the very high frequency (VHF) band, has excellent range in foliage, and provides robust voice in 
mobile and hostile electromagnetic environments. PRC-155 is capable of running the 
SINCGARS waveform on either of its two channels. For manpack operations, a typical 
configuration will have SINCGARS on one channel and SRW on the other. For vehicle 
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operations, the plan is to only use current force radios (e.g., VRC-110 or VRC-92) to run the 
SINCGARS waveform. 
 
WIN-T Incr. 2 is the primary network for CS14. WIN-T provides the broadband communications 
for BDE and BN CPs and for mobile platforms equipped with point-of-presence (POP) and 
Soldier network extension (SNE) kits. WIN-T provides the voice infrastructure and telephones 
for users at each of these locations. WIN-T also provides connectivity and gateway services to 
other Army, Joint, strategic, coalition, and commercial voice networks. 
 
Figure 7 depicts a typical WIN-T voice call. WIN-T provides call services at every BDE and BN 
CP in classified and unclassified (non-secure Internet protocol router network [NIPRNET]) 
security enclaves. In addition, parallel services are provided on each POP- and SNE-equipped 
vehicle. These vehicles will be configured to support classified voice and data. 
 

 
Figure 8: WIN-T Telephony Call component Overlay 

(Adapted from  CS 14 Network Design Book 30 April 2013 DRAFT) 
 
 
Call services include call forwarding, voice conferencing, call transfer, call waiting, speed dial, 
direct access service, line hunt group, caller ID, and Multi-Level Precedence and Preemption 
(MLPP). The Session Initiation Protocol (SIP) is used for signaling between call managers. A full 
mesh trunk is established between each of the call managers to minimize the number of satellite 
hops in the voice architecture.  
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2.3.1 Commercial / Military Satellite Communication Services 
For Commercial / Military Satellite Communication Services, the rules-based statement is as follows: 
 

[Desired goal or condition]  
will 

[Require actions] 

[Telecommunications services availability anywhere] 
will 

 [require the use of communications satellites to receive signals from antennae on 
the Earth's surface, or from other satellites, amplify the signals, and beam them back 

to Earth.] 
 

Commercial / Military Satellite Communication Services Standards 

MIL-STD-188-181C Interoperability Standard for Access to 5-kHz and 25-kHz UHF Satellite 
Communications Channels, 30 January 2004 DR 

 

 

2.3.2 IP Based Networking Services 
For IP Based Networking Services, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[The seamless transmission of information (voice, video, or data)] 
will 

 [require the set of communication protocols used for the Internet and other similar 
networks.] 

 
IP Based Networking Services Standards 

IETF RFC 3261 Session Initiation Protocol (SIP), June 2002 DR 
IETF RFC 3311 The Session Initiation Protocol (SIP) UPDATE Method, September 2002  DR 

 

 

2.3.3 Video Teleconferencing Services 
For Video Teleconferencing Services, the rules are as follows: 
 

[Desired goal or condition]  
will 

[Require actions] 

[The capability to schedule and facilitate telephone meetings among multiple parties] 
will 

 [require operation and maintenance of common-user VTC (including interface 
access for VTC and secure telephone equipment), design and installation advice, and 

technical support] 
 

Video Teleconferencing Services Standards 
IETF RFC 3550 RTP: A Transport Protocol for Real-Time Applications DR 

 

 

2.3.4 Wireless Communication Services 
For Wireless Communication Services, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[The ability to use voice communications when physically disconnected] 
will 

 [require radio frequency, microwave, or infrared (IR) short-range communications 
technology.] 

 
Wireless Communication Services 

ITU-T Q.955.3 Stage 3 description for community of interest supplementary services using DSS 1: DR 
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Multi-level precedence and preemption (MLPP) 
 

 

2.3.5 Wired Communication Services 
For Wired Communication Services, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[The ability to use voice communications when physically connected by wire] 
will 

 [require transmission of data over a wire-based communication technology, typically 
via telephone lines, cables, and fiber-optic communication.] 

 
Wired Communication Services 

IETF RFC 3261 Session Initiation Protocol (SIP), June 2002 DR 
 

 

2.3.6 End User Device Services 
For End User Device Services, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[Dismounted solder capability for voice communication and data transmission] 
will 

 [require end user computing devices and the management of those devices.] 
 

End User Device Services Standards 

SRW Design Spec Soldier Radio Waveform (SRW), Waveform Design Specification (WDS), Revision K, 
23 March 2010 DIG 

STANAG 4591 NATO Standardization Agreement (STANAG) 4591, Edition-1, The 600 bps, 1200 
bps and 2400 bps NATO Interoperable Narrow Band Voice Coder, 3 Oct 08 DR 

MIL-STD-188-
220D(1) 

Department of Defense Interface Standard, Digital Message Transfer Device 
Subsystems, Revision D Change 1 (change incorporated), 23 June 2008 DR 

MIL-STD-188-242 Tactical Single Channel (VHF) Radio Equipment, 20 June 1985 DR 
MIL-STD-188-
165A(1) 

Interoperability of SHF Satellite Communications PSK Modems (FDMA Operation) 
w/Notice of Change 1, 1 November 2005 DR 

 

 

2.3.7 Access Services 
For Access Services, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[Controlling access to unclassified and secret voice calls] 
will 

 [the set of services to manage identification and authentication, identity, attributes, 
credentials, authentication, and directory.] 

 
Access Services Standards 

ITU-T G.729 Coding of speech at 8 Kbits/s using conjugate-structure algebraic-code-excited linear 
prediction (CS-ACELP), 01/07 DR 

ITU-T Q.955.3 Stage 3 description for community of interest supplementary services using DSS 1: 
Multi-level precedence and preemption (MLPP) DR 
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Appendix 1: Implementation Details 
 
The Implementation Details for the Voice Annex will address IETF RFC 3261, Session Initiation 
Protocol (SIP); June 2002. 
 
Session Initiation Protocol (SIP) is implemented broadly across the WIN-T Inc 2 backbone and 
within Command Posts (CP) via the Command Post Communications System (CPCS) and 
Command Post Platform (CPP). Signaling is given a high priority within the network to enhance 
call setup performance. A full mesh trunk is established among each of the call managers to 
minimize the number of satellite hops in the voice architecture. The Cisco Unified 
Communication Managers (CUCMs) are located at the Brigade (BDE) and Battalion (BN) 
Command Posts (CPs). SIP is an open standard implemented by the CISCO 7962G and TMT 
2176 phones. Call services include call forwarding, voice conferencing, call transfer, call waiting, 
speed dial, direct access service, line hunt group, caller ID, and Multi-Level Precedence and 
Preemption (MLPP). Despite its wide use in WIN-T, SIP presents interoperability issues. 
 
The SIP specification allows for use of different formats for the authentication name. Some 
registrars and proxies do not accept all three variations of the authentication username, 
resulting in failed registration and/or failed session initiation. Not all SIP User Agents (UA) 
support multiple proxy authentications. This can lead to session establishment failures, as the 
SIP INVITE has to traverse un-trusted domains. 
 
In practice, different vendors still support different SIP "dialects", i.e. even though two 
implementations might be said to support SIP they are not necessary compatible with each 
other beyond the basic features of establishing a call. Vendors may implement SIP but this 
appendix aims to inform them of some of the SIP limitations and interoperability issues.  
 
In section 2.3.1 Commercial / Military Satellite Communication Services, Commercial and 
Military Ku, Ka, and X-band are not listed because they are not in DISR. 
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Acronyms 
 
3G/4G – Third Generation/Fourth Generation 
AASLT - air assault 
AR - armor 
ARCYBER - Army Cyber 
ANW2 – Advanced Networking Wideband Waveform 
AV - aviation 
BCC -- Battle Command Collapse 
BDE - brigade 
BLOS – beyond line-of-site 
BN - battalion 
BSB - brigade support battalion 
BSTB - brigade special troops battalion 
BTB - brigade troop battalion 
C5ISR – Command, Control, Communications, Computers, Combat Systems, Intelligence, 
Surveillance, and Reconnaissance 
CAB - combat aviation brigade 
CAV - cavalry  
CM - chemical  
CO – company 
CoCP – company command post 
COP – Common Operating Picture 
CPOF – Command Post of the Future 
CS - combat support  
CSSB - combat sustainment support battalion 
DIV - division 
DMVPN - Dynamic Multipoint Virtual Private Network 
DOTMLPF – Doctrine, Organization, Training, Materiel, Leadership, Personnel, Facilities 
E2E – end to end 
EA - Enterprise Architecture 
EN - engineer  
E-UGS – (Expendable) Unattended Ground Sensors 
FA - field artillery 
FDT&E – Force Development Test and Evaluation 
GNOMAD -- Global Network On-the-Move Active Distribution 
GRD AMB - ground ambulance 
GS - general support 
HARC GMR -- High Antennas for Radio Comms-Ground Mobile Radio 
HBCT - heavy brigade combat team 
HCT - human intelligence collection team 
HHB - headquarters and headquarters battalion 
HHC - Headquarters and Headquarters Company 
HMS – Handheld, Man Portable Small Form Fit 
HQDA – Headquarters Department of the Army 
IA - information assurance 
IBCT - Infantry Brigade Combat Team 
ID - Infantry Division 
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IN - infantry 
IOT&E – Initial Operational Test and Evaluation 
JBC-P -- Joint Battle Command-Platform 
JCR – Joint Capabilities Release 
JENM -- JTRS (Joint Tactical Radio System) Enterprise Network Mgr 
JIIM - Joint, Interagency, Intergovernmental, and Multinational 
MAKO ISR -- Miniature Aerostat Concept Intelligence Surveillance and Reconnaissance 
MANET – Mobile Adhoc Network 
MCCPS OTM -- Modular Company CP System on the Move 
MEB - maneuver enhancement brigade  
MED - medical 
MX - mechanized  
NeMC – net-enabled mission command 
NET/NEF – network equipment testing/network equipment fielding 
NetOps – Network operations 
NIE – Network Integration Evaluation 
NID – Network Integration Division 
NIK – Network Integration Kit 
NIR – Network Integrated Rehearsal 
NMW – Network Management Waveform 
NW -- Nett Warrior 
OPCON - operational control 
OTM - On the move 
POP – Point of Presence 
PLT - platoon 
RDN -- Rapidly Deployable Network 
RF WNS – Radio Frequency Wideband Networking Solutions 
RR – Rifleman’s Radio 
RVCS -- Radio Voice Cross banding System 
SAASM -- Selective Availability Anti-spoofing Module 
SIG – signal 
SUST - sustainment 
SINGARS PLI -- Position Location Information 
SINGARS RBCI -- Radio Based Combat Identification 
SNE – Soldier Network Extension 
SOS-I – System of Systems Integration (Directorate, ASA-ALT) 
SRW – Soldier Radio Waveform 
SUE – System Under Evaluation 
SUGV -- Small Unmanned Ground Vehicle 
SUT – System Under Test 
TIM – Technology Interchange Meeting 
TM - team 
TUAS - tactical unmanned aircraft system 
WIT – Warfighter Initialization Tool 
WIN-T Inc 2 – Warfighter Information Network - Tactical, Increment 2 
WNAN – Wireless Network after Next 
WNW – Wideband Network Waveform 
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Executive Summary 

 
The Army’s modernization priority is the Network, the seamless integration of Warfighter and 
business applications, sensors, systems, services, and transport underpinned by common 
standards that conform to industry best practices wherever possible.  As the Army seeks 
proposals from industry, it is critical that all new technology conforms to a Common Operational 
Environment (COE) and integration standards.  
 
The CIO/G-6 in coordination with ASA (ALT), TRADOC, and other principal stakeholders, has 
developed these technical architecture documents to support the development of potential 
vendor solutions to capability gaps identified in the Network Integration Evaluation (NIE) 
Sources Sought announcement.  Industry partners should use this document as a guide to 
assist their integration activities. The standards we provide use a top down approach to support 
the capability gaps and are limited to DISR.  However, vendors are encouraged to use industry 
standards outside this list as long as they coordinate integration with the appropriate PMs.  The 
Systems Under Evaluation (SUE) assessment factors and the Lab Based Risk Reduction 
(LBRR) will ensure compliance with the existing network. 

The increasing use of COTS technologies and standards is a critical step towards achieving the 
Army’s Network Vision of a single, secure, standards-based, versatile infrastructure that 
provides Warfighters with the information they need, when they need it, in any environment.  We 
owe it to our industry partners to outline the technical standards and to our soldiers to extend 
the enterprise to the tactical edge, remove their burden of integration and to seek cost-effective 
solutions in a timely and efficient manner. 
 
The NIE 15.1 Technical Architecture is released with the Sources Sought by ASA(ALT).  The 
seven annexes are: 

 
A – Routing & Switching 
B – Mission Command 
C – Quality of Service (QoS) 
D – Telephony (Voice)   
E –  NetOps  
F –  Information Assurance 
G –  Transport 

 
This guidance, including this EXSUM is effective for the duration of NIE 15.1 and will be 
superseded to refresh technical standards according to each NIE event and in accordance with 
DoD IT Standards (DISR) baselines, emerging technologies and Capability Set modifications.  
 
Points of contact for this action are MAJ Oliver Ford, Architecture Integration Officer, 
oliver.j.ford2@fm@mail.mil, (703) 545-1518 and CW4 Ralph Walton, AAIC Senior Technical 
Advisor, ralph.m.walton.mil@mail.mil, (703)545-1401.   
 
  

mailto:oliver.j.ford2@fm@mail.mil
mailto:ralph.m.walton.mil@mail.mil
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1.0 Scope of Network Operations (NetOps) 

Annex E describes the rules and standards for NetOps in the context of a representative 
Brigade Combat Team (BCT). These standards are grouped by rules based on key 
capabilities/functions.  Details for implementation and anticipated Technology Friction Points 
(TFP) are included.  Supporting generic diagrams throughout the document place these 
standards and rules within the operational context of a logical and physical environment. 

Note: Brand name products or vendors listed in this document are of commercial products 
currently in use at the NIE and are provided to guide NIE participants in their integration 
activities.  Listing these products or vendors does not constitute an endorsement of any 
particular product or vendor by the U.S. Army. 

1.1 NetOps Overview 
 
Figure 1 shows how WIN-T NetOps is concentrated at DIV but monitoring extends below.  
NetOps infrastructure support is provided in the POP/SNE/TCN, labeled Host Level, and has 
elements up to DIV, where NetOps staff perform NetOps functions in the DIV TOC.  The current 
state and direction of NetOps is explained further in Section 1.1.1 NetOps Convergence 
Strategy. 

 

Figure 1: NetOps for WIN-T Inc 1a & 2 in Army Network (adapted from CS 13 Design Book) 
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WIN-T Incr. 1 provides: 
 

 Army Network management tools to monitor network traffic load 

 SNMP devices on both WAN and LAN links 

 VOIP 

 Call data records 

 Virtual displays of Army Network connectivity and statuses 

 Event logs, map trends, trend reports 

 NIPR and SIPR Management Server Stacks (NMSS) using SNMP for to monitor DIV Network  

 Ability of lower echelons to manage the entire Network Common Operating Picture (COP)   
 

WIN-T Incr. 2 provides: 

 Army Network management tools at the DIV and down to BDE  

 WIN-T Network Management System (NMS)  

 Simple Army Network Management Protocol – Console (SNMPc) to manage Colorless Core (CO), Secret 
(S), and Unclassified (U) enclaves 

 SolarWinds Engineering Toolset for Army Network discovery, fault monitoring, performance monitoring and 
management, and Army Network device configuration 

 Spectrum Manager to electronically request and allocate frequencies for regional servers 
 

Figure 2 depicts the TCN and related Army Network elements at the BDE.  

TCN v1 (v1A)

LW

FDMA

NCW

BDE TOC (typical)

VWP

LAW

HNR

WINT

SNE POP

BN CP SRW NET<S>

VWP

STT+

POP

CDR

BDE NCW 
NET<COLORLESS>

117G <S>

BFT2-JCR/NSG <S>

155D <S>

Radios

PRC/154A/Leader 

Radio <S>

 

Figure 2: TCN and NetOps-supporting Army Network Elements at BDE TOC (Adapted from  CS 14 Network 
Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 
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BDE support is provided to BN and CO Point of Presence (POP) and Soldier Network Extension 
(SNE).  These WIN-T user-operated components are remotely configured and managed by the 
BDE NetOps cell and support extends down to the soldier.  These provide the overall context for 
NetOps in the Army Network, and the basis for the rules, standards, and overlays of the 
standards on the Army Network. 

1.1.1 NetOps Convergence Strategy 

Based on the proliferation of NetOps tools fielded or planned, the inefficiencies they introduce, 
and the burden they impose on staff, the Vice Chief of Staff, Army (VCSA) directed the Chief 
Information Officer/G-6 (CIO/G6) to establish policy for the management of NetOps tools 
supporting Brigade Combat Teams (BCTs), issued a moratorium on new NetOps tools, and 
directed the Army to develop a strategy to converge NetOps capabilities to a minimum, 
manageable set of tools.  On 4 Jun 12, the VCSA endorsed the Army's strategy to converge 
NetOps capabilities as presented by the ASA(ALT) Office of the Chief Systems Engineer 
(OCSE).  This strategy incorporates a methodology to integrate NetOps capabilities and tools 
across the Army's materiel portfolio, leverage the NetOps Trail Boss construct for coordinated 
execution across multiple PEOs, and monitor and manage the capabilities through the Weapons 
Systems Review (WSR) process to inform the Program Objective Memorandum (POM) 
investment. 

The NetOps Convergence Strategy specifies six specific recommendations for Army NetOps 
integration. The first three recommendations begin in CS13 and focus on enhancing Brigade-
level NetOps. The subsequent three recommendations begin in CS14 and establish a tactical 
foundation to begin to address tactical/strategic NetOps integration. Details of these six 
initiatives' scope, functional capabilities, Rough Order of Magnitude costs, schedules, 
recommended program leads, and identification of potential cost savings/cost avoidance are 
provided in the Army NetOps iSEP v1.5.1, 19 Jun 12. These Integration Initiatives are: 

Focus Initiative Convergence Details Lead / Support 

CS13:  enhance 
Brigade-level 

NetOps 

Network 
Loading Device 

Convergence on Simple Key Loader/Next 
Generation Load Device 

PEO C3T / JPEO 
JTRS 

Radio Planning 

Convergence of Joint Automated Communications 
Electronic Operating Instruction System and JTRS 
Enterprise Network Manager on a Lower Tactical 
Network Environment Manager 

JPEO JTRS / PEO 
C3T 

Mounted / 
Handheld 

Network Monitor 

Convergence on Radio Based Situational 
Awareness Monitor 

PEO, C3T / JPEO 
JTRS 

CS14: establish a 
tactical foundation 

to begin to 
address 

tactical/strategic 
NetOps integration 

Network Asset 
Manager 

Convergence on Orion (SolarWind) with 
Application Performance Module (APM), Network 
Configuration Module, and Log and Event 
Manager 

PEO C3T / PEO EIS 

Tactical 
Services 
Manager 

Convergence on Orion with the APM PEO C3T / PEO EIS 

Electromagnetic 
Spectrum 

Management 

Convergence on Spectrum XXI, Coalition Joint 
Spectrum Management Planning Tool and 
Warfighter Information Network-Tactical 

PEO IEW&S / PEO 
C3T, PEO EIS 
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Operations Increment 2 Spectrum Management Tool  

Table 1 – Army NetOps Convergence Initiatives 

 

A key part of the NetOps Convergence Strategy is the Integrated Tactical Networking 
Environment (ITNE), which primarily supports battalion-and-below operations through the 
deployment of Handheld (HH) and vehicle-mounted radios. The ITNE uses the Joint Tactical 
Network Environment NetOps Toolkit (JTNT) to plan, engineer, operate, and defend the ITNE 
environment. The ITNE extends many of the network and mission command services provided 
by the UTI to the battalion, company, and platoon levels in the LTI, including access for and to 
mission command applications, such as AFATDS, JBC-P, etc. 

JTNT is a collection of NetOps tools provided by three separate systems, integrated onto a 
common hardware platform. JTNT uses a virtual machine environment to host the three 
applications onto a single laptop. It provides the planning, configuration, and monitoring 
functions for the ITNE and is provisioned at the brigade and battalion echelons with enough 
spares to field down to the company level, if necessary, to support the mission.  The three-core 
software applications that comprise the JTNT are: 

1. Joint Automated Communications Electronics Operating Instruction System/Automated 
(JACS/ACES) enables the S6 staff to perform pre-deployment and post-mission planning to ensure 

interoperability of legacy and new systems. 
2. JENM aids in pre- and post-deployment of Soldier Radio Waveform (SRW) networks; provides a logical view 

of the network locally using Network Management Access Node (NMAN); manages multi-domain network 
topologies; and makes reports, graphs, and alarms available to the user.  

3. Radio-Based Situational Awareness (RBSAM) monitors SRW and mid-tier devices that produce PLI; 

provides a view of the entire deployed radio net; and provides cross-correlation with other network 
management tools to troubleshoot network performance issues. 

 

The plans and configurations that are developed by JTNT are loaded into the radios for the 
lower and mid-tier networks through the Simple Key Loader (SKL). 

ITNE transport employs the following radios:  

 AN/PRC-117G 

 SINCGARS 

 AN/PRC-155 

 AN/PRC-152A 

 AN/PRC-154 

 AN/VRC-104 

 AN/PSC-5 

 

These radios transmit voice, position location information (PLI), and critical mission command functions 
and applications via LOS at the CO and PLT, and can transmit via BLOS capabilities above CO. 

 

1.2 NetOps Decomposition 
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The DoD IEA provides a capability taxonomy in Figure 3 that is useful in extracting NetOps 
capabilities.   

 

Figure 3: IE Capability Taxonomy (CV-2) Highlighting NetOps and IA/CND 
(Source:  DoD IEA V2.0, Volume II, July 2012) 

 

Extracting from Figure 3 yields the NetOps specific capabilities shown in Figure 4. 
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Figure 4: NetOps Capabilities, Derived from DoD IEA 
 (Source:  DoD IEA V2.0, Volume II, July 2012) 

 

Four of the NetOps capabilities identified in the taxonomy provide a broad coverage of NetOps 
capabilities.  These are: 

1. IE Situational Awareness 
2. Enterprise Management 
3. Resource Management 
4. Spectrum Management 

 
NetOps capabilities identified in the taxonomy, with the definitions of each from the IEA AV-2, 
grouped with one of these four overall capabilities, include: 

1. IE Situational Awareness 

IE Situational 
Awareness 

The ability to collect, analyze, and share situational awareness data and information for 
effective IE operation and defense.  Provides the ability to dynamically create common 
understanding of network requirements, operations, and capabilities.  Includes the ability to 
provide information on critical IT assets and potential cascade effects of failures on essential 
mission functions.  Provides real-time analysis and reporting of mission impacts due to failures 
in network(s), applications, and services functionality and capability. Supports cyber-space 
analysis and cyber-battle assessment. 
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Table 2 – IE Situational Awareness Capabilities 

 
 

2. Enterprise Management 

Internet 
Connectivity 

The ability to collaborate and cooperate within the Department and with mission partners over 
a globally open, stable, and secure Internet.  This capability requires the development of 
international cyberspace legal frameworks, working internally within DoD and externally with 
international partners, to increase the security and stability of the Internet.  It also requires the 
advocation of DoD equities at international technical and governance meetings. 

Ad Hoc 
Networks 

The ability to deploy and install ad hoc networks in support of mission needs.  Sensor-to-
shooter networks will be constructed at will to engage all types of targets as they develop.  
Resulting networks will be fully connected, able to dynamically adapt to new situations and 
transition from "cold" to "hot" operational missions. Automated tools will be provided to 
network managers to allow them to deploy networks with minimal manual intervention, based 
on operational guidelines and Commander’s guidance, by geographical area. 

IE Health and 
Readiness 

Measurement 

The ability to develop and maintain metrics required to measure the health and mission 
readiness of DoD IE assets, services, and applications. 

Automated 
Configuration 

Changes 

The ability to automatically disseminate and implement configuration changes to networks, 
data assets, services, applications, and device settings in conformance with standard 
configuration processes. 

Integrated 
Network 

Operations 
Services 

The ability to implement capabilities required to provide integrated network operations for the 
DoD IE.  Integrated Network Operations provides for information access by any user across 
any network and security domain. 

New Technology 
Implementation 

The ability to identify, evaluate, test, and deploy new technologies across the infrastructure.  
This capability allows the replacement or retirement of non-standard equipment types / sets 
and their associated support requirements with newer and broader-based technologies for an 
interoperable infrastructure.  It includes the performance of comprehensive testing of new 
technologies before their deployment / implementation. 

Table 3 – Enterprise Management Capabilities 
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3. Resource Management 

Infrastructure 
Provisioning 

The ability to provision and allocate shared computing and data storage resources in a  
computing platform agnostic, location independent, transparent, and real-time manner to 
provide a single, virtual infrastructure. 

Operational 
Bandwidth 

Assessment 

The ability to determine and analyze the operational bandwidth implications of applications 
and services prior to fielding and account for those implications during implementation. 

Continuity of 
Operations 

The ability of the infrastructure to be survivable, resilient, redundant, and reliable in the 
presence of attack, failure, accident and natural or man-made disaster.  This capability 
ensures segments of the network have the ability to “fail” without causing failure to other 
parts of the IE so the operational mission continues. 

Dynamic 
Configuration 
Management 

The ability to prioritize and adjust IE resources to meet user demands and match dynamic 
shifts in requirements.  This capability prioritizes infrastructure services (bandwidth, network 
operations, enterprise applications, etc.) based on mission needs. 

Dynamic Routing 
/ Policy-based 
Management 

The ability to implement and use dynamic routing / policy-based management to enable 
dynamic operation and management of the IE. 

End-to-End 
Quality of 
Service 

The ability to proactively monitor and control service levels and quality of service on an end-
to-end basis.  End-to-end monitoring and control will be integrated across networks, 
computing platforms, systems, applications, and services. 

NetOps-Enabled 
Resources 

The ability to construct enterprise-wide situational awareness of the network for performance 
management purposes using data on operational states, performance, availability, and 
security provided by each IE resource in an automated fashion. 

Table 4 – Resource Management Capabilities 

 
 

4. Spectrum Management 

Spectrum 
Management 

The ability to manage the electromagnetic spectrum to enable flexible, dynamic, non-
interfering spectrum use.  Provides assured access to and management of the 
electromagnetic spectrum.   Spectrum management policies are established and automated 
tools are available to promote a collaborative environment and are made accessible to 
authorized users.  Integrates spectrum management capabilities and tools into the planning 
and execution of operations and provides the capability to monitor spectrum use. 

Table 5 – Spectrum Management Capabilities 

 
 

Based on the above, the rules and standards groupings in Section 2 will be based upon these 
four groupings of NetOps.  
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2.0 NetOps Standards 

This section outlines the standards by tables representative of the current Army NetOps environment, as 
an aid to vendors who are proposing solutions. 

2.1 Standards Status Definition 
Standards are classified according to the following status scheme found in the DOD IT 
Standards Registry (DISR): 

 DIG (DISR Information Guidance) - standards that are listed as Active Information 
Guidance in the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this 
document publication date. 

 DP (DISR Pending) - standards that are Emerging in the DISR Baseline 13.2 and are 
expected to at some point to be moved to Mandatory. 

 DR (DISR Repository) - standards that are Mandatory in the DISR online repository in 
the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this document 
publication date. 

 
The intent of this classification is to assist vendors and stakeholders in identifying the particular 
standards and technologies planned for use by the Army in the NIE events.  

 

2.2 Rules Based Approach Applied to NetOps 
 

As a way ahead to Enterprise Architecture, and to establish a basis for CIO/G-6 oversight of IT 
programs and activities, a Rule Based Approach is being applied. 

The rules statements will conform to the following format:  
 
[Desired Goal or Condition] will [Required Actions] 

For each rule, the applicable standards will be listed in the Standards table (see below).   

MIL STD 1234 Variable Message Format Alpha DR 

 

This table will have three columns: 
 

 Standard ID – The identification of the Standard (MIL STD 1234 in 1st column above) 
 

 Standard Title – The title of the Standard (Variable Message Format Alpha in 2nd column 
above) 

 

 Standard Status – The status of the standard as stated in Section 2.1 (DR in 3rd column 
above) 
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2.3 NetOps Standards and Operational Context 
 

Figure 2 illustrates the NetOps functions and their employment within echelons. 

 

 
Figure 5: NetOps Rules vs. Echelon 

 
WIN-T NetOps occurs primarily from BDE (actually DIV) down to CO.  Figure 5 provides context 
for the NetOps function within the Army Network and shows that IE Situational Awareness 
occurs across all echelons.  At the same time, Enterprise Management, Content Management, 
and Spectrum Management occur at higher echelons only.  The rules and diagrams below also 
provide some further operational context for NetOps.  . 

2.3.1 IE Situational Awareness 

There are tool capabilities, mentioned above, that provide for GIG Situation Awareness.  Here 
are their descriptions, and below are the supporting standards. 

1. Common Lower Tactical Internet (LTI) Monitoring Tool 

Two methods that differ significantly in their technical approach and monitoring capability 
provided have recently been evaluated to gain insights into the performance of the LTI radio 
network: 
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 Radio-Based Situational Awareness (RBSA) Monitor leverages the Joint Capabilities 
Release (JCR) generated Position Location Information (PLI) to infer radio status. It has 
the advantage that it introduces no additional load on to the network for monitoring, but it 
only provides very basic insights into the status of the network.  

 The radio monitoring capability incorporated into the JENM provides a more advanced 
diagnostic on the radio networks status that can be utilized to remedy a problem, but 
comes at the expense of additional load on the network. 

 

2. NetOps Virtualization Package 

The NetOps convergence strategy is achieved in part by the virtualization of the NetOps tool 
suite through both assimilation and federation techniques.  IE Situational Awareness consists of 
producing, collecting, and reporting situational awareness data, and responding to the situation. 

The standards generally relate to awareness, as the case of SNMP, and means for sensing 
Army Network anomalies in the process of monitoring.  Sensing for awareness can actually 
occur in radios all the way down to dismounted solder.  The standards overlay is shown in 
Figure 6. 
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IE Situational Awareness 

Standards

IEEE 1451.0-2007,  1588-2002

IETF RFC 2616,  3920, 3411-

3415, 3584, 3954, 5101, Std 62/

RFC 3416

ITU-T G.853.1, Q.834.1, 

Q.834.3

OASIS CAP – v1.1, OASIS 

EDXL-DE

OGC SensorML v1.0.0

OpenGIS SOS 1.0

SRW <S>
CO CMD NET

SRW <S>
PLT CMD NET

SNE

NCW NET<COLORLESS>

POP

BFT/JCR/
JBC-P NOC

DDS

CLASS 
NOC

UNCLASS 
NOC

RADIANT 
MERCURY

4

BFT Unclass BFT2 
Class

  

Figure 6: SNMP and Sensing Standards from POP/SNE/TCN up to DIV 
(Adapted from  CS 14 Network Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 
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For IE Situational Awareness, the rules-based statement is as follows: 
 

[Desired goal or condition]  
will 

[Require actions] 

[The ability to dynamically create common understanding of network requirements, 
operations, and capabilities for effective IE operation and defense and support of 

cyber-space analysis and cyber-battle assessment] 
will 

 [require the ability to collect, analyze, and share situational awareness data and 
information; provide information on critical IT assets and potential cascade effects of 
failures on essential mission functions; and provide real-time analysis and reporting 

of mission impacts due to failures in network(s), applications, and services 
functionality and capability.] 

 
IE Situational Awareness Standards 

IETF RFC 2616 Hypertext Transfer Protocol (HTTP)/1.1, June 1999 DR 

IETF RFC 6120 Extensible Messaging and Presence Protocol (XMPP): Core, March 2011 DR 

IETF RFC 6121 
Extensible Messaging and Presence Protocol (XMPP): Instant Messaging and 
Presence, March 2011 

DR 

IETF RFC 6122 Extensible Messaging and Presence Protocol (XMPP): Address Format, March 2011 DR 

XEP-0004 Data Forms, 13 August 2007 DR 

XEP-0030 Service Discovery, 6 June 2008 DR 

XEP-0045 Multi-User Chat, 8 February 2012 DR 

XEP-0077 In-Band Registration, 25 January 2012 DR 

UCR 2013 Department of Defense Unified Capabilities Requirements 2013, January 2013 DIG 

XEP-0082 XMPP Date and Time Profiles, 28 May 2003 DIG 

XEP-0085 Chat State Notifications, 23 September 2009 DR 

XEP-0178 Best Practices for Use of SASL EXTERNAL with Certificates, 25 May 2011 DR 

IETF RFC 3411 
An Architecture for Describing Simple Network Management Protocol (SNMP) 
Management Frameworks, December 2002 

DR 

IETF RFC 3412 
Message Processing and Dispatching for the Simple Network Management Protocol 
(SNMP), December 2002 

DR 

IETF RFC 3413 Simple Network Management Protocol (SNMP) Applications, December 2002 DR 

IETF RFC 3414 
User-based Security Model (USM) for version 3 of the Simple Network Management 
Protocol (SNMPv3), December 2002 

DR 

IETF RFC 3415 View-based Access Control Model (VACM) for SNMP, December 2002 DR 

IETF RFC 3584 
Coexistence between Version 1, Version 2, and Version 3 of the Internet-standard 
Network Management Framework , August 2003 

DR 

IETF Standard 
62/IETF RFC 3416 

Version 2 of the Protocol Operations for the Simple Network Management Protocol 
(SNMP), December 2002 

DR 

OASIS CAP – v1.2 Common Alerting Protocol, OASIS Standard, Version 1.2, 01 July 2010 DR 

OGC SensorML 
v1.0.0 

OpenGIS Sensor Model Language Implementation Specification, v 1.0.0, Jul 2007 DR 

OpenGIS SOS 1.0 OpenGIS Sensor Observation Service Implementation Specification, v 1.0, Oct 2007 DR 

Table 6 – GIG Situational Awareness Standards 
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2.3.2 Enterprise Management 

Enterprise Management WIN-T tools, Common Load Device, and Common Tactical Radio 
Planning Application.  The Warfighter Integrated Network – Tactical (WIN-T Inc 2) Tool used 
with NetOps in WIN-T Inc 2, provides a completely integrated and comprehensive software 
application set that can plan, engineer, initialize, monitor, manage, and defend the Command 
Post Computing Environment (CP CE).   

The following diagram, derived from the NIE Network diagram, illustrates the Enterprise 
Management standards: 

 

Enterprise Mgmt 

Standards

IETF RFC 1471-1473, 

2578, 2788, 2789, 2863, 

3273, 3289, 3418, 3591, 

3635, 4011, 4022, 4087, 

4113, 4133, 4292, 4293, 

4502, 4750, 4802, 4803

ITU-T M.1520, M.3000-

M.3599, X.711

SRW <S>
CO CMD NET

SRW <S>
PLT CMD NET

SNE

NCW NET<COLORLESS>

POP

BFT/JCR/
JBC-P NOC

DDS

CLASS 
NOC

UNCLASS 
NOC

RADIANT 
MERCURY

4

BFT Unclass BFT2 
Class

 

Figure 7: Enterprise Management Standards 

 

Common Load Device 

In advance of placement into operational status, a common load device loads preconfigured 
system settings and configure systems, including the Common Tactical Radio Planning 
Application.  There are two primary systems available to provide the radio planning function on 
the Lower Tactical Internet (LTI): 

 Automated Communications Engineering Software/Joint Automated Communications 
Software (ACES/JACS)  
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 Joint Enterprise Network Manager (JENM) 
 
Enterprise Management consists of activities such as resource allocation, system 
administration, change management, configuration control, tech refresh, patch management, 
performance management, and satellite communications management.  The vast majority of the 
standards included are Management Information Baseline (MIB) standards that provide the 
common basis for sharing of NetOps information.  For Enterprise Management, the rules-based 
statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[Managing the network in a consistent, coordinated, efficient manner across the 
enterprise in a wide range of functional areas] 

will 
 [require control of internet connectivity; support for ad hoc networks; measurement 
of IE health and readiness; automation of configuration changes; integrated network 
services such as information access by any user across any network and security 

domain; and support for the identification, evaluation, testing and deployment of new 
technologies across the infrastructure.] 

 
Enterprise Management Standards 

IETF RFC 1471 
The Definitions of Managed Objects for the Link Control Protocol of the Point-to-Point 
Protocol, June 1993 

DR 

IETF RFC 1472 
The Definitions of Managed Objects for the Security Protocols of the Point-To-Point 
Protocol, June 1993 

DR 

IETF RFC 1473 
The Definitions of Managed Objects for the IP Network Control Protocol of the Point-
To-Point Protocol, June 1993 

DR 

IETF RFC 2006 
The Definitions of Managed Objects for IP Mobility Support using SMIv1, 22 October 
1996 

DR 

IETF Standard 
58/IETF RFC-2578, 
April 1999 

Structure for Management Information (SMIv2), Apr 1999 DR 

IETF RFC 2788 Network Services Monitoring MIB, March 2000 DR 

IETF RFC 2789 Mail Monitoring MIB, March 2000 DR 

IETF RFC 2863 The Interfaces Group MIB, June 2000 DR 

IETF RFC 3273 
Remote Network Monitoring Management Information Base for High Capacity 
Networks, July 2002 

DR 

IETF RFC 3289 
Management Information Base (MIB) for the Differentiated Services Architecture, 
June 2003 

DR 

IETF Standard 
62/IETF RFC 3418 

Management Information Base (MIB) for the Simple Network Management Protocol 
(SNMP), December 2002 

DR 

IETF RFC 3591 The Definitions of Managed Objects for the Optical Interface Type, September 2003 DR 

IETF RFC 3635 
The Definitions of Managed Objects for the Ethernet-line Interface Types, September 
2003 

DR 

IETF RFC 4022 
IP Version 6 Management Information Base for the Transmission Control Protocol 
(TCP), March 2005 

DR 

IETF RFC 4087 IP Tunnel MIB DR 

IETF RFC 4113 Management Information Based for the User Datagram Protocol, June 2005 DR 

IETF RFC 4133 Entity MIB (Version 3), August 2005 DR 

IETF RFC 4292 IP Forwarding Table MIB, April 2006 DR 

IETF RFC 4293 MIB for IP, Apr 2006 DR 

IETF RFC 4502 Remote Network Monitoring Management Information Base, v2, May 2006 DR 

IETF RFC 4750 OSPF Version 2, Management Information Base, December 2006 DR 

ITU-T M.3400:2000 TMN Management Functions, 2000 DR 
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Table 7 – Enterprise Management Standards 
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2.3.3 Resource Management 

Resource Management consists of such activities as prioritization of information resources and 
monitoring of information delivery.  Most of the standards support the formatting of different 
types of data, including text and imagery, that is used in the process of executing NetOps.  
Figure 8 shows Resource Management in the context of the Network. 

Resource Management Standards

BML, CBRNE Data Model, DDMS, 

GeoBML, Geospatial 

Visualization, GML, HTML, ISO 

19136, ISO 23950, KML

ISO/IEC 13249; 29500; 9075

MIL-STD 2500C, 1888-199, 2407, 

2411, 2525C, 6017B

STDI-0001, SAML, XACML, OGC 

WCS, STDI-0002, STDI-0006, W3C 

SOAP, WFS, WMC, WMS, WSDL, 

WSDM, Namespaces in XML, 

XML, XForms, XML Schema

SRW <S>
CO CMD NET

SRW <S>
PLT CMD NET

SNE

NCW NET<COLORLESS>

POP

BFT/JCR/
JBC-P NOC

DDS

CLASS 
NOC

UNCLASS 
NOC

RADIANT 
MERCURY

4

BFT Unclass BFT2 
Class

 

Figure 8: Resource Management Standards in the Army Network 
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For Resource Management, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[Management of network resources to support performance, functionality, and 
continuity of operations] 

will 

 [require infrastructure provisioning, operational bandwidth assessment,  dynamic 
Configuration Management, dynamic routing / policy-based management, end-to-end 
Quality of Service, and construction of enterprise-wide situational awareness of the 

network for performance management purposes.] 

 
Resource Management Standards 

DDMS 4.1 
Department of Defense Discovery Metadata Specification (DDMS), Version 4.1, 12 
June 2012 

DR 

GML 3.1.1 OpenGIS Geography Markup Language Encoding Specification, 7 February 2004 DR 

HTML 4.01 HTML 4.01 Specification, W3C Recommendation, revised, 24 Dec 1999 DR 

ISO 19136:2007 Geographic information -- Geography Markup Language, 2007-08-23 DR 

ISO 23950/NISO 
Z39.50 

Information Retrieval (Z39.50): Application Service Definition and Protocol 
Specification 

DR 

ISO/IEC 13249-
1:2007 

Information Technology - Database Languages - SQL multimedia and application 
packages - Part 1:  Framework, Third Edition, 12 February 2007 

DR 

ISO/IEC 13249-
3:2006 

Information Technology - Database Languages - SQL multimedia and application 
packages - Part 3: Spatial, Third Edition, 26 October 2006 

DR 

ISO/IEC 29500-
1:2008 

Information technology -- Document description and processing languages -- Office 
Open XML File Formats -- Part 1: Fundamentals and Markup Language Reference, 
First edition, 2008-11-15 

DR 

ISO/IEC 29500-
2:2008 

Information technology -- Document description and processing languages -- Office 
Open XML File Formats -- Part 2: Open Packaging Conventions, First edition, 2008-
11-15 

DR 

ISO/IEC 29500-
3:2008 

Information technology -- Document description and processing languages -- Office 
Open XML File Formats -- Part 3: Markup Compatibility and Extensibility, First 
edition, 2008-11-15 

DR 

ISO/IEC 29500-
4:2008 

Information technology -- Document description and processing languages -- Office 
Open XML File Formats -- Part 4: Transitional Migration Features, First edition, 2008-
11-15 

DR 

ISO/IEC 9075-
1:2008 

Information technology - Database languages - SQL - Part 1: Framework 
(SQL/Framework), 18 December 2008 

DR 

ISO/IEC 9075-
10:2008  

Information technology - Database languages - SQL - Part 10: Object Language 
Bindings (SQL/OLB), 18 December 2008 

DR 

ISO/IEC 9075-
11:2008 

Information technology - Database languages - SQL - Part 11: Information and 
Definition Schemas, First Edition, 15 December 2003 with its Technical Corrigendum 
2:2007, 12 April 2007 

DR 

ISO/IEC 9075-
2:2008 

Information technology - Database languages - SQL - Part 2: Foundation 
(SQL/Foundation), 18 December 2008 

DR 

ISO/IEC 9075-
3:2008 

Information technology - Database languages - SQL - Part 3: Call-Level Interface 
(SQL/CLI), 18 December 2008 

DR 

ISO/IEC 9075-
4:2008 

Information technology - Database languages - SQL - Part 4: Persistent Stored 
Modules (SQL/PSM), 18 December 2008 

DR 

OGC KML 2.2.0 OGC KML, Version 2.2.0, 14 April 2008 DR 

MIL-STD-2500C 
National Imagery Transmission Format (Version 2.1) for the National Imagery 
Transmission Format Standard, 01 May 2006 

DR 

MIL-STD-188-
199(1) 

Vector Quantization Decompression for the National Imagery Transmission Format 
Standard, 27 June 1994 with Notice 1, 27 June 1996 

DR 

MIL-STD-2407(1) Interface Standard for Vector Product Format (VPF), 28 June 1996, with Notice of DR 
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Change, Notice 1, 26 October 1999 

MIL-STD-2411(2) 
Raster Product Format, 6 October 1994; with Notice of Change, Notice 1, 17 January 
1995, and Notice of Change, Notice 2, 16 August 2001 

DR 

MIL-STD-2411-1 
w/Chg 3 

Registered Data Values For Raster Product Format, 30 August 1994; with Change 3, 
1 December 2009 

DR 

MIL-STD-2525*  Common Warfighting Symbology DR 

MIL-STD-6017* Variable Message Format (VMF) DR 

STDI-0001 
v1.3/CN3 

National Support Data Extensions (SDE) (Version 1.3/CN3) for the National Imagery 
Transmission Format (NITF), 18 March 2010 

DR 

SAML 2.0 OASIS 
Assertions and Protocols for the OASIS Security Assertion Markup Language 
(SAML) V2.0, OASIS Standard, 15 March 2005 

DR 

XACML 2.0 OASIS 
eXtensible Access Control Markup Language (XACML) Version 2.0, OASIS 
Standard, 1 February 2005 

DR 

OGC WCS 1.1.2 
Web Coverage Service (WCS) Implementation Standard, Version 1.1.2 (v1.1 
Corrigendum 2 release), 2008-03-19 

DR 

STDI-0002-1_4.0 
The Compendium of Controlled Extensions (CE) for the National Imagery 
Transmission Format (NITF) Volume 1, Tagged Record Extensions Version 4.0; 01 
August 2011 

DR 

STDI-0006:2008 
National Imagery Transmission Format (NITF) Version 2.1 Commercial Dataset 
Requirements Document (NCDRD), 23 July 2008 

DR 

W3C SOAP 1.2 Part 
1 

SOAP Version 1.2 Part 1: Messaging Framework (2nd edition), W3C 
Recommendation, April 2007 

DR 

W3C SOAP 1.2 Part 
2 

SOAP 1.2 Part 2: Adjuncts (2nd edition), W3C Recommendation, April 2007 DR 

WFS 1.1 OpenGIS® Web Feature Service (WFS) Implementation Specification DR 

WMC 1.1 
OpenGIS Web Map Context (WMC) Documents Implementation Specification, ver. 
1.1.0, Jan 2005 

DR 

WMS 1.3 
OpenGIS Web Map Service (WMS) Implementation Specification, Version 1.3, 15 
March 2006 

DIG 

WSDL 1.1 Web Services Description Language (WSDL) 1.1, W3C Note, 15 March 2001 DR 

WSDM V1.0 Web Services Distributed Management (WSDM) DR 

Namespaces in 
XML 1.1 

Namespaces in XML 1.1, W3C Recommendation 04 February 2004 DR 

XForms 1.0 XForms, W3C Working Draft, 12 November 2002 DR 

XML Schema Part 
1:2004 

XML Schema Part 1: Structures, Second Edition, W3C Recommendation, 28 October 
2004 

DR 

XML Schema Part 
2:2004 

XML Schema Part 2: Data types, Second Edition, W3C Recommendation, 28 
October 2004 

DR 

*See Appendix 1, Implementation Details, for further information about version for 6017 and 2525. 

Table 8 – Resource Management Standards 
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2.3.4 Spectrum Management 

Spectrum Management involves the effective and efficient utilization of the electromagnetic 
spectrum including: planning; frequency allotment; coordination with civilian and other 
government departments, agencies, military services and components, and allies; frequency 
assignment and approval; protection; frequency de-confliction; interference resolution; and 
coordination with electronic warfare activities. Spectrum management ensures that the 
combatant commanders (CCDRs) and subordinate commanders have cognizance of all 
spectrum management decisions impacting accomplishment of their missions (refer to FMI 6-
02.70). 

For Spectrum Management, the rules-based statement is as follows: 

[Desired goal or condition]  
will 

[Require actions] 

[Flexible, dynamic, non-interfering spectrum use, with spectrum 
management capabilities and tools integrated into the planning and 
execution of operations with the capability to monitor spectrum use] 

will 
 [require assured access to and management of the electromagnetic spectrum; 

established spectrum management policie; automated tools to promote a 
collaborative environment and accessible to authorized users.] 

 
Spectrum Management Standards 

ITU-R TF460-6 Standard-frequency and time-signal emission, February 2002 DR 

Table 9 –Spectrum Management Standards 
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 Appendix 1 –NetOps Implementation Details 

The only NetOps standards identified as Technology Friction Points (TFPs) are the following: 

MIL-STD-2525  Common Warfighting Symbology DR 

MIL-STD-6017 Variable Message Format (VMF) DR 

 

These standards are used for sending network management information within the NetOps 
environment where bandwidth is low or conditions do not permit it to be done in another way.  
Detailed coverage of implementation details on these two standards is in Annex B – Mission 
Command. 
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Acronyms 
 

3G/4G – Third Generation/Fourth Generation 
AASLT - air assault 
AR - armor 
ARCYBER - Army Cyber 
ANW 2 – Advanced Networking Wideband Waveform 
AV - aviation 
BCC -- Battle Command Collapse 
BDE - brigade 
BLOS – beyond line-of-site 
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Executive Summary 
 
The Army’s modernization priority is the Network, the seamless integration of Warfighter and 
business applications, sensors, systems, services, and transport underpinned by common 
standards that conform to industry best practices wherever possible.  As the Army seeks 
proposals from industry, it is critical that all new technology conforms to a Common Operational 
Environment (COE) and integration standards.  
 
The CIO/G-6 in coordination with ASA (ALT), TRADOC, and other principal stakeholders, has 
developed these technical architecture documents to support the development of potential 
vendor solutions to capability gaps identified in the Network Integration Evaluation (NIE) 
Sources Sought announcement.  Industry partners should use this document as a guide to 
assist their integration activities. The standards we provide use a top down approach to support 
the capability gaps and are limited to DISR.  However, vendors are encouraged to use industry 
standards outside this list as long as they coordinate integration with the appropriate PMs.  The 
Systems Under Evaluation (SUE) assessment factors and the Lab Based Risk Reduction 
(LBRR) will ensure compliance with the existing network. 
The increasing use of COTS technologies and standards is a critical step towards achieving the 
Army’s Network Vision of a single, secure, standards-based, versatile infrastructure that 
provides Warfighters with the information they need, when they need it, in any environment.  We 
owe it to our industry partners to outline the technical standards and to our soldiers to extend 
the enterprise to the tactical edge, remove their burden of integration and to seek cost-effective 
solutions in a timely and efficient manner. 
 
The NIE 15.1 Technical Architecture is released with the Sources Sought by ASA(ALT).  The 
seven annexes are: 

 
A – Routing & Switching 
B – Mission Command 
C – Quality of Service (QoS) 
D – Telephony (Voice)   
E –  NetOps  
F –  Information Assurance 
G –  Transport 

 
This guidance, including this EXSUM is effective for the duration of NIE 15.1 and will be 
superseded to refresh technical standards according to each NIE event and in accordance with 
DoD IT Standards (DISR) baselines, emerging technologies and Capability Set modifications.  
 
Points of contact for this action are MAJ Oliver Ford, Architecture Integration Officer, 
oliver.j.ford2@fm@mail.mil, (703) 545-1518 and CW4 Ralph Walton, AAIC Senior Technical 
Advisor, ralph.m.walton.mil@mail.mil, (703)545-1401.   
 
  

mailto:oliver.j.ford2@fm@mail.mil
mailto:ralph.m.walton.mil@mail.mil
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1.0 Scope of Information Assurance (IA) 
 
The purpose of this annex is to inform vendors of the current technologies used by the Army for 
Information Assurance/Computer Network Defense (IA/CND) to assist with interoperability 
issues as they prepare proposals for each NIE event.  The IA/CND tasks are focused on Army 
practices within a Brigade Combat Team (BCT) with consideration for joint requirements.  IA 
programs for the Army currently fall under the Director Cyber Security at CIO/G-6.  See current 
Guidance, DOD Directive 8500.01E, 24 October 2002, in Appendix 2 of this annex. 
 
Annex F describes the rules and standards for Information Assurance (IA) in the context of a 
representative Brigade Combat Team (BCT). These standards are grouped by rules based on 
key capabilities/functions.  Details for implementation and anticipated Technology Friction 
Points (TFP) are included.  Supporting generic diagrams throughout the document place these 
standards and rules within the operational context of a logical and physical environment. 
 
Note: Brand name products or vendors listed in this document are of commercial products 
currently in use at the NIE and are provided to guide NIE participants in their integration 
activities.  Listing these products or vendors does not constitute an endorsement of any 
particular product or vendor by the U.S. Army. 
 
1.1 IA Overview 
 
IA/CND is an essential component of LWN Network Operations (NetOps), and this annex is 
synchronized with the NIE 14.2 TA NetOps Annex.  In broad terms, IA includes measures that 
protect/defend information/systems, such as confidentiality, integrity, availability, authentication, 
and non-repudiation, and  CND includes measures to protect and defend, including disruption, 
denial, degradation, and destruction.  In short, IA/CND provides end-to-end, Defense In Depth 
(DID) protection that ensures data confidentiality, integrity, and availability, as well as protection 
against unauthorized access.  IA is subject to policy and regulatory guidance, listed and 
described in Appendix 2.  This section provides the overview of the primary mechanisms for 
achieving this from an operational viewpoint. 
 
Figure 1 provides a visual overview of the core of IA, the WIN-T Inc. 2 Defense in Depth 
Strategy, including where perimeter, enclave, and HBSS protection occurs within the network 
hierarchy.  The figure shows that WIN-T IA/CND extends from Company echelon, depicted as 
Host level, up to Division.  It shows Firewall (FW) Intrusion Detection System (IDS) security at 
each transition between echelons, Regional Hub Node and GIG with Antivirus (AV) protection 
between DIV and Regional Hub Node and between Company and DIV/BDE/BN because of 
hosts at those levels.  Hosting at company and thus the need for AV protection, will decrease 
over the next few years as enterprise services at the DIV level and above increase.  In the 
figure, Tier 0 is the GIG, Tier 1 is the LWN, Tier 2 is DIV, and Tier 3 is Post/Camp/Station 
(PCS). 
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Figure 1: WIN-T Inc. 2 Defense in Depth Strategy  
(adapted from CS 14 Network Design Book DRAFT 30 April 2013) 

 
1.1.1 Cross-Domain Solutions (CDS)  
 
The CS14 Network will deploy with a capability to access a number of security enclaves, 
including the non-secure Internet Protocol Router Network (NIPRNet), the Secure Internet 
Protocol Router Network (SIPRNet), the Joint Worldwide Intelligence Communications System 
(JWICS), the National Security Agency Network (NSANet), and coalition networks (e.g., CX-K). 
Within CS14, CDS solutions include DCGS-A database synchronization, limited file exchanges 
and message exchange among JWICS, SIPRNet, and CX-K; WIN-T Multi-Domain ATLAS 
(MDA)/Trusted Virtual Environment within each vehicle, providing access to multiple security 
domains at once; WIN-T Inc 2 Wideband Satellite Communications Operations Center; Blue 
Force Tracking Network Operations Center (NOC), called Radiant Mercury; and Tactical Army 
Cross-Domain Information Sharing. 
 
1.1.2 Perimeter Protection  
 
Perimeter protection, providing security on the boundary or perimeter between the tactical 
network and the rest of the Global Information Grid (GIG), is implemented in the CS14 network.  
The first option, for most users of tactically deployed systems accessing the NIPRNet and 
SIPRNet services, is through a WIN-T Tactical, Area, and Regional Hub Node (RHN) that 



NIE Technical Architecture for NIE 15.1        21 November 2013 

Annex G – Transport v2.81 

 

8 
 

ARMY CIO/G6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 
 

UNCLASSIFIED 
“Approved for public release” – HQDA CIO/G6-AAIC Director 

provides stateful firewall, Intrusion Prevention System (IPS), malicious code detection, content 
filtering, and antivirus gateways.  The second option is via a WIN-T Inc 2 Joint Gateway Node, 
integrated at the BCT CP, that connects with Joint, Strategic, Allied and Coalition networks by 
providing stateful firewall, IPS malicious code detection, and antivirus gateway functions.  
 
1.1.3 Wide Area Network (WAN) Protection  
 
The TCNs, PoPs, and SNEs provide protection to the WIN-T WAN colorless network with an 
IEEE 802.1x-enabled switch that enforces port security and network service access. 
 
1.1.4 Tactical Operations Center (TOC) Enclave Protection  
 
Command Post Platforms (CPP), SNEs and PoPs provide stateful firewall with IPS features for 
NIPRNet, SIPRNet, JWICS, and NSANet enclave.  
 
1.1.5 Host Computer Platform Protection  
 
Host-Based Security System (HBSS) provides a suite of security services attached to each host 
(server, desktop, and laptop) in Department of Defense (DoD) networks.  HBSS works in a 
client-server architecture; updates and policies are pushed from server down to client, and 
monitoring data is pushed back up to the server.  CS14 systems need to be in compliance with 
the USCYBERCOM OPORD 12-1016, and the server policies and updates will be in alignment 
with this guidance.   
 
1.1.6 Protection Management/Network Operations (NetOps)  
 
Tools for protection of the CS14 network will be provided to the Brigade S6 IA/CND staff to be 
fielded to the NOSC-B.  Tools will help in performing the following NetOps management 
functions: 
 

• Network firewall policies 
• HAIPE Manager 
• Patch management 
• COMSEC key management 

 
1.1.7 Monitoring IA/Cyber Defense Operations  
 
The applicable Army/DoD policy and regulations for CND tasks are defined in DoD 8500.2, 
CJCS 6010.A, National Institute of Standards and Technology (NIST) SP 800-37, and Army 
AR25-2. See Appendix 2.   
 
The capability to prevent, detect, and respond to an adversary’s ability to deny or manipulate 
information and infrastructure is supported by Army’s Security Data Log Management (SDLM) 
system, which receives alert information from devices, host computers, and applications on the 
network and aggregates, normalizes, and correlates the data to provide an intelligent and 
common view of events.  The primary goal is to generate data  at division and below to share 
comprehensive situational awareness of the entire tactical enterprise network. 
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1.1.8 Data in Transit (DIT) Encryption  
 
The DIT encryption involves the use of cryptography to protect the integrity and confidentiality 
as an important aspect of Communication Security (COMSEC) and Transmission Security 
(TRANSEC)  This encompasses link encryption at the lower echelons, HAIPE and IPsec at 
middle echelons within the WAN, and SSL, TLS, HTTPS, and SSH for application level 
encryption.  
 
 
1.2 IA Decomposition 
 
The DoD Information Environment Architecture (IEA) provides a breakdown of capabilities 
related to  IA (including NetOps), as highlighted in Figure 2. 
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Figure 2: IEA Capability Taxonomy (CV-2) Highlighting NetOps and IA/CND 
(Adapted from  DoD IEA V2.0, Volume II, July 2012) 
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Extracting from this diagram the IA specific capabilities yields: 
 

 
Figure 3: IA/CND Capabilities, Derived from DoD IEA 
(Adapted from  DoD IEA V2.0, Volume II, July 2012) 

 
Thus, derived from the DoD IEA capabilities, the following capabilities relate to IA/CND: 
 
Cross-Domain Security 

(CDS) Enforcement 
The ability to conduct secure information exchange across domains that are protected at 
varying levels of security (up to and including the SCI classification level). 

Data and Metadata 
Protection 

The ability to protect the integrity of data and metadata in transit, in storage, and during 
processing.  In particular, this capability provides for confidentiality, integrity, and 
authorization of any information. It provides for encryption of all traffic from edge-to-edge, 
with traffic in the clear being unnecessary, unless demanded.  The communications 
infrastructure further provides for exchange of information across domains operating at 
various security levels. 

Hardware and Software 
Vulnerability Assessment 

The ability to evaluate hardware and software vulnerability to threats, both internal and 
external. 

Network Defense 
The ability to defend network infrastructure against known and postulated attacks and 
against new threats that have not previously been seen, while reducing network 
vulnerabilities.  This includes defense against both kinetic and cyber attacks. 

IE Operations Threat 
Assessment 

The ability to determine and analyze  threats and risks associated with day to day 
operation of the IE.  This capability evaluates events to determine those that are actual 
threats.  Identification of threats will include specific information about the threat to 
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facilitate response decisions. 

Sensitive / Classified 
Information Management 

The ability to monitor and control or restrict access to sensitive or classified information 
by cleared persons having the need to know, and prevent unauthorized transfer of 
sensitive or classified information across networks operating at different classification 
levels.  This capability also monitors cleared personnel to ensure they are not abusing 
their authorities. 

Supply Chain Risk 
Assessment 

The ability to determine and analyze  threats and risks associated with the supply chain 
for software, hardware, and services to enable DoD program, security, and operations 
personnel to understand the level of trust that can be associated with the IT components 
they acquire, manage or use. This capability also evaluates supplier vulnerability to 
threats internal and external. 

IE Incident Response The ability to rapidly and securely respond to incidents threatening IE operations. 
 
 
For the policy and regulatory references pertaining to IA, see Appendix 2 – Policy & Regulatory 
Guidance. 
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2.0 IA/CND Standards 
 
This section outlines the standards representative of the current Army IA/CND environment, as 
an aid to vendors who are proposing solutions.   
 
2.1 Status Classification 
 
Standards are classified according to the following status scheme found in the DOD IT 
Standards Registry (DISR): 
 

• DIG (DISR Information Guidance) - standards that are listed as Active Information 
Guidance in the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this 
document publication date. 

• DP (DISR Pending) - standards that are Emerging in the DISR Baseline 13.2 and are 
expected to at some point to be moved to Mandatory. 

• DR (DISR Repository) - standards that are Mandatory in the DISR online repository in 
the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this document 
publication date. 

 
The intent of this classification is to assist vendors and stakeholders in identifying the particular 
standards and technologies planned for use by the Army in future NIE events. 
 
 
2.2 Classification of Standards by Functional/Technical Areas 
 
As a way ahead to Enterprise Architecture, and to establish a basis for CIO/G-6 oversight of IT 
programs and activities, a Rule Based Approach is being applied. 
 
The rules statements will conform to the following format:  
 
[Desired Goal or Condition] will [Required Actions] 
 
For each rule, the applicable standards will be listed in the Standards table (see below). 
   

MIL STD 1234 Variable Message Format Alpha DR 
 
This table will have three columns: 
 

• Standard ID – The identification of the Standard (MIL STD 1234 in 1st column above) 
 
• Standard Title – The title of the Standard (Variable Message Format Alpha in 2nd column 

above) 
 
• Standard Status – The status of the standard as stated in Section 2.1 (DR in 3rd column 

above) 
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2.3 IA Standards and Operational Context 
 
Figure 4 below provides a visual summary of most of these pieces of the IA/CND infrastructure, 
showing where the IEA capabilities of IA/CND are implemented within the echelons. 
 

 
Figure 4: IA Rules vs Echelons 

  
Figure 4 shows that CDS occurs primarily at the CO CP and above; Data and Metadata 
protection occurs where data is stored at CO CP and BDE HQ, but also now down to CO CDR; 
HW/SW Vulnerability Analysis occurs from BDE HQs to tactical edge, and Network Defense 
down to CO CP, as vehicles are not equipped with Network Defense capabilities; IE Operations 
and Threat Assessment and IE Incident Response occur down to CO CP, and now further down 
to CO CDR vehicles; Classified Information Management (CIM) occurs from BDE HQ down to 
TL levels, which are all secret for CS 14; and Supply Chain Risk Assessment is only taking 
place at the BDE HQ level. 
 
2.3.1 Cross-Domain Security (CDS) Enforcement 
 



NIE Technical Architecture for NIE 15.1        21 November 2013 

Annex G – Transport v2.81 

 

15 
 

ARMY CIO/G6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 
 

UNCLASSIFIED 
“Approved for public release” – HQDA CIO/G6-AAIC Director 

CDS is provided primarily at the connection points between security enclaves.  SNEs, PoPs, 
and TCNs use a router with stateful Firewall w/IPS features for each of the Sensitive and Secret 
enclaves.  
 
 

  
Figure 5: Cross-Domain Security (CDS) Using Radiant Mercury at the NOC 

(Adapted from  CS 14 Network Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 
 
 
For Cross-Domain Security Enforcement, the rules-based statement is as follows: 
 

[Desired goal or condition]  
will 

[Require actions] 

[Secure information exchange across domains that protected at varying levels of 
security] 

will 
 [requires establishment of cross domain security policy and execution of 

enforcement mechanisms.] 
 

Cross-Domain Security Enforcement Standards 
PP_FW_TF_MR_v1.1 
(Traffic Filt. Firewall - Med. 
Robustness) 

U.S. Government Traffic-Filter Firewall Protection Profile for Medium 
Robustness Environments, Version 1.1, 2007-07-25 DR 

PP_FWPP-MR U.S. Government Firewall Protection Profile for Medium Robustness 
Environments DR 

Traffic Filtering Firewall - U.S. Government Traffic Filter Firewall Protection Profile for Low Risk DR 



NIE Technical Architecture for NIE 15.1        21 November 2013 

Annex G – Transport v2.81 

 

16 
 

ARMY CIO/G6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 
 

UNCLASSIFIED 
“Approved for public release” – HQDA CIO/G6-AAIC Director 

Low Risk Environments, Version 1.1, April 1999 
 

 
2.3.2 Data and Metadata Protection 
 
Data Protection is handled, in part, by Host-Based Security System (HBSS) agents, operating 
within a multi-echelon structure.  Data in Transit (DIT) Encryption also secures data in transit.  
Note that the SRW <S> PLT net, which is currently comprised of PRC-154A and Manpacks 
which are Secret and below, are not Top Secret certified, as might be implied by NSA Type I 
Certification listed in Figure 6 with the standards. 
 

  
Figure 6: Network Diagram with Data and Metadata Protection Standards Overlays 

(Adapted from  CS 14 Network Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 
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For Data and Metadata Protection, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[Confidentiality, integrity, and authorization of any information] 
will 

 [require protection of data and metadata in transit, in storage, and during processing, 
including the encryption of all traffic from edge-to-edge.] 

 
 

Data and Metadata Protection Standards 
IETF RFC 2634 Enhanced Security Services for S/MIME, June 1999 DR 

IETF RFC 5035 Enhanced Security Services (ESS) Update: Adding CertID Algorithm Agility, 
August 2007 DR 

FIPS Pub 197 Advance Encryption Standard (AES), 26 November 2001 DR 

NIST FIPS Pub 180-4 Secure Hash Standard (SHS), NIST Federal Information Processing 
Standards Publication 180-4, March 06, 2012. DR 

IETF RFC 3850 Secure/Multipurpose Internet Mail Extensions (S/MIME) Version 3.1 Certificate 
Handling, July 2004 DR 

IETF RFC 3852 Cryptographic Message Syntax (CMS) DR 
IETF RFC 5246 The Transport Layer Security (TLS) Protocol, Version 1.2, August 2008 DR 

XML Encryption W3C XML Encryption Syntax and Processing, W3C Recommendation, 10 
December 2002 DR 

IETF RFC 3566 The AES XCBC MAC 96 Algorithm and Its Use With IPSec, Sept 2003 DR 
IETF RFC 3602 The AES CBC Cipher Algorithm and Its Use with IPSec, Sept 2003 DR 

IETF RFC 3686 Using Advanced Encryption Standard (AES) Counter Mode with IPSec 
Encapsulation Security Payload (ESP) DR 

IETF RFC 4347 Datagram Transport Layer Security, April 2006 DR 

IETF RFC 4835 Cryptographic Algorithm Implementation Requirements for Encapsulating 
Security Payload (ESP) and Authentication Header (AH), April 2007 DR 

IETF RFC 4869 Suite B Cryptographic Suites for IPSec, May 2007 DR 
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2.3.3 Hardware and Software Vulnerability Assessment 
 
HW and SW vulnerability is typically assessed using the output of the Security Data Log 
Management (SDLM) system, so the standards largely support SDLM.  For Hardware and 
Software Vulnerability Assessment, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[Reliability, integrity, and performance of hardware and software assets] 
will 

 [requires the ability to evaluate hardware and software vulnerability to threats, both 
internal and external.] 

 
Hardware and Software Vulnerability Assessment Standards 

WS-Security 1.1 Web Services Security v1.1, February 2006 DR 

IETF RFC 2743 Generic Security Service Application Program Interface, Version 2, Update 1, 
January 2000 DR 

IETF RFC 2845 Secret Key Transaction Authentication for DNS (TSIG), May 2000 DR 

IETF RFC 3414 User based Security Model (USM) for version 3 of the Simple Network 
Management Protocol (SNMPv3), December 2002 DR 

ISO/IEC 7816-7:1999 
Identification cards -- Integrated circuit(s) cards with contacts -- Part 7: 
Interindustry commands for Structured Card Query Language (SCQL), 
3/11/1999 

DR 

SAML 2.0 OASIS Assertions and Protocols for the OASIS Security Assertion Markup Language 
(SAML) V2.0, OASIS Standard, 15 March 2005 DR 

XACML 2.0 OASIS eXtensible Access Control Markup Language (XACML) Version 2.0, OASIS 
Standard, 1 February 2005 DR 
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2.3.4 Network Defense 
 
Network defense is provided by perimeter protection; Host-Based Security System (HBSS) 
security services; and protection management functions like network firewall policies, HAIPE, 
regular security patches, and COMSEC management.  The TCNs, PoPs, and SNEs protect the 
WIN-T WAN colorless network using port security and network service access.  
 
 

  
Figure 7: Network Diagram with Standards Overlays for Network Defense  

(Adapted from  CS 14 Network Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 
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For Network Defense, the rules are as follows: 
 

[Desired goal or condition]  
will 

[Require actions] 

[Defense of network infrastructure against known and postulated attacks and against 
new threats that have not previously been seen, while reducing network 

vulnerabilities] 
will 

 [require defense against both kinetic and cyber attacks.] 
 

Network Defense Standards 
ANSI/TIA-102.AACA-1-
2002 

Project 25 - Digital Radio Over-the-Air-Rekeying (OTAR) Protocol - Addendum 
1 - Key Management Security Requirements for Type 3 Block Encryption 
Algorithms, December 2002 

DR 

CIMCPP The Certificate Issuing and Management Components (CIMC) Family of 
Protection Profiles (PPs) DR 

IETF RFC 2560 IETF Public Key Infrastructure X.509 (PKIX) Online Certificate Status Protocol 
(OCSP), RFC 2560, June 1999 DR 

IETF RFC 2589 Lightweight Directory Access Protocol (v3): Extensions for Dynamic Directory 
Services, June 2000 DR 

IETF RFC 3161 Internet X.509 Public Key Infrastructure Time Stamp Protocol (TSP) DR 

IETF RFC 3673 Lightweight Directory Access Protocol version 3 (LDAPv3): All Operational 
Attributes, December 2003 DR 

IETF RFC 5280 Internet X.509 Public Key Infrastructure Certificate and Certificate Revocation 
List (CRL) Profile, May 2008 DR 

IETF RFC 5996 Internet Key Exchange (IKEv2) Protocol, September 2010 DR 

ITU-T X.509:2005 Information Technology   Open Systems Interconnection   The Directory: 
Public key and attribute certificate frameworks, August 2005 DR 

CAPP Controlled Access Protection Profile for Basic Robustness/C2 systems, 
Version 1.d, NSA, 8 October 1999 DR 

FIPS Pub 140-2 Security Requirements for Cryptographic Modules, 25 May 2001 DR 

PKIKMITKNPP Public Key Infrastructure and Key Management Infrastructure Token (Medium 
Robustness) PP DR 

RSA PKCS #11 v2.20 RSA PKCS #11 v2.20: Cryptographic Token Interface Standard DR 

IETF RFC 3526 More Modular Exponential (MODP) Diffie Hellman Groups for Internet Key 
Exchange (IKE), April 2002 DR 

IETF RFC 4035 Protocol Modifications for the DNS Security Extensions, March, 2005 DR 
RSA Labs PKCS #12 
v1.0:1999 with 
Corrigendum  

PKCS #12: Personal Information Exchange Syntax Standard, version 1.0, and 
PKCS #12 v1.0 Technical Corrigendum DR 

HAIPE IS v3.0.2 High Assurance Internet Protocol Encryptor (HAIPE) Interoperability 
Specification, Version 3.0.2, December 2006 DR 

IETF RFC 4307 Cryptographic Algorithms for Use in the Internet Key Exchange Version 2 
(IKEv2), December 2005 DR 

IETF RFC 3162 RADIUS (Remote Authentication Dial In User Service) and IPv6 August 2001 DR 
IETF RFC 4120 The Kerberos Network Authentication Service (V5), July 2005 DR 
IETF RFC 4308 Cryptographic Suites for IPSec, December 2005 DR 
IETF RFC 4250 The Secure Shell (SSH) Protocol Assigned Numbers, Jan 2006 DR 
IETF RFC 4251 The Secure Shell (SSH) Protocol Architecture, January 2006 DR 
IETF RFC 4252 The Secure Shell (SSH) Authentication Protocol, January 2006 DR 
IETF RFC 4254 The Secure Shell (SSH) Connection Protocol, January 2006 DR 
IETF RFC 4253 The Secure Shell (SSH) Transport Layer Protocol, January 2006 DR 

IETF RFC 4255   Using DNS to Securely Publish Secure Shell (SSH) Key Fingerprints, January 
2006 DR 

IETF RFC 4256   Generic Message Exchange Authentication for the Secure Shell Protocol 
(SSH), January 2006 DR 

Application-level Firewall - 
Basic  

U.S. DOD Application level Firewall Protection Profile for Basic Robustness 
Environments, Version 1.0, June 2000 DR 
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Application-level Firewall -
Medium:2000 

U.S. DOD Application level Firewall Protection Profile for Medium Robustness 
Environments, Version 1.0, 28 June 2000 DR 

IETF RFC 4282 The Network Access Identifier, December 2005 DR 
IEEE 802.1X:2004 Local and Metropolitan Area Networks   Port Based Network Access Control DR 
IETF RFC 3585 IPSec Configuration Policy Information Model, Aug 2003 DR 
IETF RFC 4301 Security Architecture for the Internet Protocol, December 2005 DR 
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2.3.5 IE Operations Threat Assessment 
 

 
Threat assessment to prevent, detect, and respond to an adversary’s ability to deny or 
manipulate information and infrastructure is supported by Army’s Security Data Log 
Management (SDLM) system, where alert information is received from devices, host computers, 
and applications on the network.  The SDLM also aggregates, normalizes, and correlates the 
data to provide an intelligent and common view of events of interest in order to share 
comprehensive situational awareness of the entire tactical enterprise network at division and 
below. 
 
Currently, McAfee ePolicy Orchestrator (ePO) and NitroView Enterprise Security Management 
operate across the network and throughout the BCT echelons. 
 
For IE Operations Threat Assessment, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[Control or threats and risks associated with day to day operation of the IE] 
will 

 [require the ability to determine events that are actual threats, and to obtain specific 
information about the threat to facilitate response decisions.] 

 
IE Operations Threat Assessment Standards 

ISO/IEC 14443-1:2000 Identification cards    Contactless integrated circuit(s) cards    Proximity cards    
Part 1: Physical characteristics DR 

ISO/IEC 14443 2:2001 w/ 
Amd 1:2005 

Identification cards    Contactless integrated circuit(s) cards    Proximity cards    
Part 2: Radio frequency power and signal interface, 28 June 2001 with 
Amendment 1: Bit rates of fc/64, fc/32 and fc/16, 2 June 2005 

DR 

ISO/IEC 14443 4:2001 ISO/IEC 14443 4:2001   Identification cards    Contactless integrated circuit(s) 
cards    Proximity cards    Part 4: Transmission protocol DR 

ISO/IEC 7816-1 Integrated Circuit(s) cards with contacts   Part 1: Physical characteristics, 
October 1998 DR 

ISO/IEC 7816-10:1999 Integrated circuit(s) card with contacts   Part 10: Electronic signals and answer 
to reset for synchronous cards DR 

ISO/IEC 7816-11:2004 ISO/IEC 7816 11:2004   Identification cards   Integrated circuit cards   Part 11: 
Personal verification through biometric methods DR 

ISO/IEC 7816-8:2004 
ISO/IEC 7816 8:2004   Identification Cards   Integrated Circuit(s) Cards with 
Contacts   Part 8: Security Related Inter industry Commands (formerly 
ANSI/ISO/IEC 7816 8:1999) 

DR 

ISO/IEC 7816-9:2004 
ISO/IEC 7816 9:2004   Identification Cards   Integrated Circuit(s) Cards with 
Contacts   Part 9: Additional Inter industry Commands and Security Attributes 
(formerly ANSI/ISO/IEC 7816 9:2000) 

DR 
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2.3.6 Sensitive / Classified Information Management 
 
Encryption, firewalls, and routers are used across the non-secure Internet Protocol Router 
Network (NIPRNet), the Secure Internet Protocol Router Network (SIPRNet), the Joint 
Intelligence Communications System (JWICS), the National Security Agency Network 
(NSANet), and coalition networks (e.g., CX-K). 

  

   
 

Figure 8: Generalized Network Diagram with Sensitive/Classified Information Management Standards 
(Adapted from  CS 14 Network Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 
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For Sensitive / Classified Information Management, the rules-based statement is as follows: 
 

[Desired goal or condition]  
will 

[Require actions] 

[Control of access to sensitive or classified information] 
will 

 [require the ability to monitor and control or restrict access to sensitive or classified 
information by cleared persons having the need to know, prevent unauthorized 

transfer of sensitive or classified information across networks operating at different 
classification levels, and monitor cleared personnel to ensure they are not abusing 

their authorities.] 
 

Sensitive / Classified Information Management Standards 
ANSI/INCITS 359-2004 Information technology   Role Based Access Control (RBAC) DR 

FIPS Pub 201-1 Personal Identity Verification (PIV) of Federal Employees and Contractors, 
March 2006 DR 

IETF RFC 2794 Mobile IP Network Access Identification Extension for IPv4, March 2000 DR 
IETF RFC 2865 Remote Authentication Dial In User Services (RADIUS), June 2000 DR 
IETF RFC 3007 Secure DNS Dynamic Update, November 2000 DR 
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2.3.7 Supply Chain Risk Assessment 
 
The supply chain for software, hardware, and services sits at the intersection of risks of crossing domains, 
HBSS, and in-transit data.  Using vendor components, incorporating vendor services into Army network 
solutions, and the vendor acquisition process add a level of complexity to IA.  This rule and set of 
standards addresses those risks. 
 

   
Figure 9: Generalized Network Diagram with Supply Chain Risk Assessment Standards 

(Adapted from  CS 14 Network Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 
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For Supply Chain Risk Assessment, the rules-based statement is as follows: 
 

[Desired goal or condition]  
will 

[Require actions] 

[A supply chain that is protected from risks and threats] 
will 

 [require ability, in the process of acquiring, managing or using IT components, to 
evaluate supplier vulnerability to internal and external threats, and to determine and 

analyze supply chain threats and risks.] 
 

Supply Chain Risk Assessment Standards 
ISO/IEC 14443-1:2000 Identification cards    Contactless integrated circuit(s) cards    Proximity cards    

Part 1: Physical characteristics DR 

ISO/IEC 14443-2:2001 w/ 
Amd 1:2005 

Identification cards    Contactless integrated circuit(s) cards    Proximity cards    
Part 2: Radio frequency power and signal interface, 28 June 2001 with 
Amendment 1: Bit rates of fc/64, fc/32 and fc/16, 2 June 2005 

DR 

ISO/IEC 14443 4:2001 ISO/IEC 14443 4:2001   Identification cards    Contactless integrated circuit(s) 
cards    Proximity cards    Part 4: Transmission protocol DR 

ISO/IEC 7816-1 Integrated Circuit(s) cards with contacts   Part 1: Physical characteristics, 
October 1998 DR 

ISO/IEC 7816-10:1999 Integrated circuit(s) card with contacts   Part 10: Electronic signals and answer 
to reset for synchronous cards DR 

ISO/IEC 7816-11:2004 ISO/IEC 7816 11:2004   Identification cards   Integrated circuit cards   Part 11: 
Personal verification through biometric methods DR 

ISO/IEC 7816-7:1999 
Identification cards -- Integrated circuit(s) cards with contacts -- Part 7: 
Interindustry commands for Structured Card Query Language (SCQL), 
3/11/1999 

DR 

ISO/IEC 7816-8:2004 
ISO/IEC 7816 8:2004   Identification Cards   Integrated Circuit(s) Cards with 
Contacts   Part 8: Security Related Inter industry Commands (formerly 
ANSI/ISO/IEC 7816 8:1999) 

DR 

ISO/IEC 7816-9:2004 
ISO/IEC 7816 9:2004   Identification Cards   Integrated Circuit(s) Cards with 
Contacts   Part 9: Additional Inter industry Commands and Security Attributes 
(formerly ANSI/ISO/IEC 7816 9:2000) 

DR 
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2.3.8 IE Incident Response 
 
 
Incident Response to prevent, detect, and respond to an adversary’s ability to deny or 
manipulate information and infrastructure in the IE is supported by Army’s Security Data Log 
Management (SDLM) system.  The SDLM architecture scales from Brigade and below to the 
Enterprise, sharing comprehensive situational awareness of the entire tactical enterprise 
network.  Figure 10 shows the SDLM protection at the Network Operations Center (NOC), 
Regional Hub Node (RHN), Division (DIV) and Brigade (BDE). 
 

   
Figure 10: Generalized Network Diagram with IE Incident Response Standards 

(Adapted from  CS 14 Network Design Book 30 April 2013 DRAFT and NIE 13.1 Network Map) 
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For IE Incident Response, the rules-based statement is as follows: 
 
[Desired goal or condition]  

will 
[Require actions] 

[Protection of the Information Environment (IE)] 
will 

 [require the ability to rapidly and securely respond to incidents threatening IE 
operations.] 

 
IE Incident Response Standards 

MLOSPP Protection Profile for Multilevel Operating Systems in Environments Requiring 
Medium Robustness DR 

SLOSPP Protection Profile for Single-level Operating Systems in Environments 
Requiring Medium Robustness DR 
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Appendix 1 – Implementation Details 
 
The appendix shows implementation details for Technology Friction Point (TFP) standards in 
the Information Assurance (IA) Annex  
 

TLS (SSL) and SSH 
 
TLS (SSL) standards listed include IETF RFC 4346 “The Transport Layer Security (TLS) 
Protocol, Version 1.1, April 2006” and IETF RFC 4347 “Datagram Transport Layer Security, 
April 2006”.  SSH includes IETF RFC 4250 “The Secure Shell (SSH) Protocol Assigned 
Numbers, Jan 2006”.  Here are the basics about these standards, plus Standard Usage Report 
(SUR) information showing which systems have the standard listed in their TV-1, as posted on 
DISR: 
 

Standard ID Standard Title Standard Usage Report (SUR) 

IETF RFC 4250 The Secure Shell (SSH) Protocol Assigned Numbers, 
Jan 2006 No matches 

IETF RFC 4251 The Secure Shell (SSH) Protocol Architecture, January 
2006 Tactical Services Manager 

IETF RFC 4252 The Secure Shell (SSH) Authentication Protocol, 
January 2006 Tactical Services Manager 

IETF RFC 4253 The Secure Shell (SSH) Transport Layer Protocol, 
January 2006 Tactical Services Manager 

IETF RFC 4254 The Secure Shell (SSH) Connection Protocol, January 
2006 Tactical Services Manager 

IETF RFC 4255 Using DNS to Securely Publish Secure Shell (SSH) Key 
Fingerprints, January 2006 

AILA/CLOE, CLOE, Tactical 
Services Manager 

IETF RFC 4256 Generic Message Exchange Authentication for the 
Secure Shell Protocol (SSH), January 2006 

AILA/CLOE, CLOE, Tactical 
Services Manager 

IETF RFC 5246 The Transport Layer Security (TLS) Protocol, Version 
1.1, April 2006 (5246 is TLS 2.0) 

No matches; for 4346 was 
AILA/CLOE, CLOE, IEW-TPT 

IETF RFC 4347 
Datagram Transport Layer Security, April 2006 
(standard may upgrade to IETF RFC 6347, DTLS 2.0, 
in near future) 

No matches 

 
SSH and TLS/SSL are completely different, not related to each other and not compatible with 
each other. There are numerous implementations for both standards available for the most 
common platforms  (info is given in the context of file transfer, like FTP).    Furthermore,  SSH 
(RFC 4250-4254) supports the Access Control rule and TLS (RFC 4346/5246) supports the 
Communications Security rule.  Thus they support different functional areas of IA/CND. 
 
SSH is primarily used for shell based solutions and ideally won’t be used to protect web 
browsing sessions and other application services.  Some extensible features:  i.e. port 
forwarding and secure tunneling.  For shell access and file transfer, SSH is the simplest, most 
widely deployed secure solution. 
 
TLS is designed to prevent eavesdropping, tampering, and message forgery and is widely used.   
TLS can be used in two methods:  Mutual Authentication and Server-Side Authentication.  An 
issue with TLS is that is has not been fully backward compatible with SSL, its predecessor; 
specifically, TLS 1.0 and SSL 3.0 do not interoperate.   
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Similarly, there is DTLS (IETF RFC 4347 Datagram Transport Layer Security, April 
2006), which provides communications privacy over datagram transports. 4347 is based 
on TLS and provides communications privacy for datagram protocols.  Like TLS, there 
is a replacement standard 6347 (DTLS v2.0) that is not in DISR.   
 

AES Encryption 
 

FIPS Pub 197 Advance Encryption Standard (AES), 26 November 2001 
NIST SP 800-57, 
Part 1 

Recommendation for Key Management - Part 1: General (Revised), 8 March 
2007 

 
From a technical standpoint, Advanced Encryption Standard (AES) is developing under Internet 
Engineering Task Force (IETF).  IETF RFC 3664 – ‘The AES-XCBC-PRF-128 Algorithm for the 
Internet Key Exchange Protocol (IKE), January 2004’ is listed in DISR as Retired  (no 
replacement in DISR but in IETF it is superseded by IETF RFC 4434, which is not in DISR). 
Implementers should refer to NIST SP 800-57, Part 3 which specifically prohibits the use of 
IETF RFC 3664 (also applies to IETF RFC 4434) in IPSec products approved for federal 
government use.   Acceptable alternatives to these standards are given in NIST SP 800-57, Part 
3, dated December 2009 (Part 1 is listed as Active on DISR).  
 
 

NSA Type 1 Encryption 
 
Under Data and Metadata Protection Standards, while it is not a DISR standard, NSA Type 1 
Encryption certification, where encryption devices are certified by the National Security Agency 
(NSA), is required. 
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Appendix 2 – Policy & Regulatory Guidance 
 
The Army’s ICAM Reference Architecture (ICAM RA) may be found at the following public link: 
 
http://architecture.army.mil/architecture/LTG%20Signed%20ICAM%20RA%20v1.0-
%20Combined%20Memo%20and%20Executive%20Summary.pdf  
 
The following table, with information sourced from CS 13 Design Book, lists DOD and Army 
policy and regulatory guidance related to Information Assurance (IA).  
 

Document Title Description 
Executive Order 13526—
Classified National Security 
Information 29 December 2009 

This order prescribes a uniform system for classifying, safeguarding, and 
declassifying national security information, including information relating to 
defense against transnational terrorism. 

Executive Order 13556 -- 
Controlled Unclassified 
Information 04 November 2010 

This order establishes an open and uniform program for managing information that 
requires safeguarding or dissemination controls, hereinafter described as 
Controlled Unclassified Information. 

DOD Directive 8500.01E, 24 
October 2002. 

Information Assurance, Establishes policy and assigns responsibilities under 
reference (a) to achieve Department of Defense (DOD) information assurance (IA) 
through a defense-in-depth approach that integrates the capabilities of personnel, 
operations, and technology, and supports the evolution to network centric warfare. 

DOD Instruction 8500.2, 06 
February 2003 

Information Assurance (IA) Implementation, This instruction implements policy, 
assigns responsibilities, and prescribes procedures for applying integrated, layered 
protection of the DOD information systems and networks 

DOD Instruction 8520.2, 24 
May 2011 

Public Key Infrastructure (PKI) and Public Key (PK) Enabling 

The Information Assurance (IA) 
Component of the Global 
Information Grid (GIG) 
Integrated Architecture 
Increment 1, Version 1.1, 16 
November 2006 

The GIG IA Architecture provides the enterprise IA protection strategy, technical 
framework, and recommended IA transition strategy to securely enable net-centric 
operational capabilities and system functions securely. 

USCYBERCOM OPORD 12-
1016 

Host-Based Security System (HBSS) 

CJCSM 6510.01F, 9 February 
2011 

Defense-in-Depth: Information assurance (IA) and computer network defense 
(CND) 

CJCSI6510.01A, 24 JUNE 
2009 

Information assurance (IA) and computer network defense (CND) Volume I 
(incident handling program) 

Army Regulation 25–2, 24 
October 2007 

This regulation provides Information Assurance policy, mandates, roles, 
responsibilities, and procedures for implementing the Army Information Assurance 
Program, consistent with today’s technological advancements for achieving 
acceptable levels of security in engineering, implementation, operation, and 
maintenance for information systems connecting to or crossing any U.S. Army 
managed network. 

BCT IA CONOPs (2009-2017) 
DRAFT Version 0.9 15 
December 2009 

Provides a consolidated document that identifies current approved guidance related 
to the employment of information assurance functions within a tactical BCT as well 
as, tactics, techniques, and procedures (TTP) for establishing, certifying, and 
implementing an IA program. 

http://architecture.army.mil/architecture/LTG%20Signed%20ICAM%20RA%20v1.0-%20Combined%20Memo%20and%20Executive%20Summary.pdf
http://architecture.army.mil/architecture/LTG%20Signed%20ICAM%20RA%20v1.0-%20Combined%20Memo%20and%20Executive%20Summary.pdf
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Acronyms 

 
3G/4G – Third Generation/Fourth Generation 
AASLT - air assault 
AR - armor 
ARCYBER - Army Cyber 
ANW2 – Advanced Networking Wideband Waveform 
AV - aviation 
BCC -- Battle Command Collapse 
BDE - brigade 
BLOS – beyond line-of-site 
BN - battalion 
BSB - brigade support battalion 
BSTB - brigade special troops battalion 
BTB - brigade troop battalion 
C5ISR – Command, Control, Communications, Computers, Combat Systems, Intelligence, 
Surveillance, and Reconnaissance 
CAB - combat aviation brigade 
CAV - cavalry  
CM - chemical  
CO – company 
CoCP – company command post 
COP – Common Operating Picture 
CPOF – Command Post of the Future 
CS - combat support  
CSSB - combat sustainment support battalion 
DIT - Data in Transit (DIT) Encryption 
DIV - division 
DMVPN - Dynamic Multipoint Virtual Private Network 
DOTMLPF – Doctrine, Organization, Training, Materiel, Leadership, Personnel, Facilities 
E2E – end to end 
EA - Enterprise Architecture 
EN - engineer  
E-UGS – (Expendable) Unattended Ground Sensors 
FA - field artillery 
FDT&E – Force Development Test and Evaluation 
GNOMAD -- Global Network On-the-Move Active Distribution 
GRD AMB - ground ambulance 
GS - general support 
HARC GMR -- High Antennas for Radio Comms-Ground Mobile Radio 
HBCT - heavy brigade combat team 
HCT - human intelligence collection team 
HHB - headquarters and headquarters battalion 
HHC - Headquarters and Headquarters Company 
HMS – Handheld, Man Portable Small Form Fit 
HQDA – Headquarters Department of the Army 
IA - information assurance 
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IBCT - Infantry Brigade Combat Team 
ID - Infantry Division 
IN - infantry 
IOT&E – Initial Operational Test and Evaluation 
JBC-P -- Joint Battle Command-Platform 
JCR – Joint Capabilities Release 
JENM -- JTRS (Joint Tactical Radio System) Enterprise Network Mgr 
JIIM - Joint, Interagency, Intergovernmental, and Multinational 
MAKO ISR -- Miniature Aerostat Concept Intelligence Surveillance and Reconnaissance 
MANET – Mobile Adhoc Network 
MCCPS OTM -- Modular Company CP System on the Move 
MEB - maneuver enhancement brigade  
MED - medical 
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NeMC – net-enabled mission command 
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SUST - sustainment 
SINGARS PLI -- Position Location Information 
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SNE – Soldier Network Extension 
SOS-I – System of Systems Integration (Directorate, ASA-ALT) 
SRW – Soldier Radio Waveform 
SUE – System Under Evaluation 
SUGV -- Small Unmanned Ground Vehicle 
SUT – System Under Test 
TIM – Technology Interchange Meeting 
TM - team 
TUAS - tactical unmanned aircraft system 
WIT – Warfighter Initialization Tool 
WIN-T Inc 2 – Warfighter Information Network - Tactical, Increment 2 
WNAN – Wireless Network after Next 
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Executive Summary 
 
The Army’s modernization priority is the Network, the seamless integration of Warfighter and 
business applications, sensors, systems, services, and transport underpinned by common 
standards that conform to industry best practices wherever possible.  As the Army seeks 
proposals from industry, it is critical that all new technology conforms to a Common Operational 
Environment (COE) and integration standards.  
 
The CIO/G-6 in coordination with ASA (ALT), TRADOC, and other principal stakeholders, has 
developed these technical architecture documents to support the development of potential 
vendor solutions to capability gaps identified in the Network Integration Evaluation (NIE) 
Sources Sought announcement.  Industry partners should use this document as a guide to 
assist their integration activities. The standards we provide use a top down approach to support 
the capability gaps and are limited to DISR.  However, vendors are encouraged to use industry 
standards outside this list as long as they coordinate integration with the appropriate PMs.  The 
Systems Under Evaluation (SUE) assessment factors and the Lab Based Risk Reduction 
(LBRR) will ensure compliance with the existing network. 

The increasing use of COTS technologies and standards is a critical step towards achieving the 
Army’s Network Vision of a single, secure, standards-based, versatile infrastructure that 
provides Warfighters with the information they need, when they need it, in any environment.  We 
owe it to our industry partners to outline the technical standards and to our soldiers to extend 
the enterprise to the tactical edge, remove their burden of integration and to seek cost-effective 
solutions in a timely and efficient manner. 
 
The NIE 15.1 Technical Architecture is released with the Sources Sought by ASA(ALT).  The 
seven annexes are: 

 
A – Routing & Switching 
B – Mission Command 
C – Quality of Service (QoS) 
D – Telephony (Voice)   
E –  NetOps  
F –  Information Assurance 
G –  Transport 

 
This guidance, including this EXSUM is effective for the duration of NIE 15.1 and will be 
superseded to refresh technical standards according to each NIE event and in accordance with 
DoD IT Standards (DISR) baselines, emerging technologies and Capability Set modifications.  
 
Points of contact for this action are MAJ Oliver Ford, Architecture Integration Officer, 
oliver.j.ford2@fm@mail.mil, (703) 545-1518 and CW4 Ralph Walton, AAIC Senior Technical 
Advisor, ralph.m.walton.mil@mail.mil, (703)545-1401.   
 
  

mailto:oliver.j.ford2@fm@mail.mil
mailto:ralph.m.walton.mil@mail.mil
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1.0 Scope of Transport 
Annex G describes the rules and standards for Transport in the context of a representative 
Brigade Combat Team (BCT). These standards are grouped by rules based on key 
capabilities/functions.  Details for implementation and anticipated Technology Friction Points 
(TFP) are included.  Supporting generic diagrams throughout the document place these 
standards and rules within the operational context of a logical and physical environment. 

Note: Brand name products or vendors listed in this document are of commercial products 
currently in use at the NIE and are provided to guide NIE participants in their integration 
activities.  Listing these products or vendors does not constitute an endorsement of any 
particular product or vendor by the U.S. Army. 

1.1. Transport Overview 

Transport consists of voice and data, transported among the Lower Tactical Internet (LTI), from 
the LTI to the Upper Tactical Internet (UTI), and from the UTI to the LTI. Figure 1 provides an 
overview of the CS 14 objective transport network, albeit with some caveats due to some 
uncertainties and changes, particularly that there is no ANW2 mid-tier.  The design has a 
terrestrial and satellite component, each comprised of a mix of legacy systems, emerging 
PORs, and commercial-off-the-shelf (COTS) capabilities. 



NIE Technical Architecture for NIE 15.1        21 November 2013 

Annex G – Transport v2.81 

2 
 

ARMY CIO/G-6: DELIVERING A JOINT NET-CENTRIC INFORMATION ENTERPRISE THAT ENABLES WARFIGHTER DECISION SUPERIORITY 

 
UNCLASSIFIED 

“Approved for public release” – HQDA CIO/G6-AAIC Director 

 

Figure 1: Transport Architecture Overview  

(Source: CS 14 Network Design Book DRAFT 30 April 2013) 
 

The transport component of the CS14 DEF IBCT Network Design is illustrated in Figure 2. For 
CS 14, in contrast to the depiction in the figure, there is no ANW2 mid-tier, no CO CP, and the 
aviation assets shown currently are not programmed.  The proposed transport design has both 
a terrestrial and a celestial component with each comprised of a blend of legacy systems, 
emerging Programs of Record (POR) and commercial off the shelf (COTS) capabilities. 
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Figure 2: Transport Network showing Echelon Components  
(Source: CS 14 Network Design Book DRAFT 30 April 2013) 

 

Figure 2 provides more detail of the Transport components.  In the UTI, WINT-T Inc. 2 provides 
high capacity On-the-Move (OTM) commercial Ku-band and military Ka-band SATCOM at BDE 
and BN CPs, and BDE, BN, and CO CDR via Tactical Communications Node (TCN) operating 
the satellite-based Net-Centric Waveform (NCW) and the Line of Sight (LOS) Highband Network 
Waveform (HNW).  To enhance Command Post operations, the Vehicle Wireless Package 
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(VWP) provides wireless connectivity between the TCN and the Command Post Platform (CPP) 
sheltering some Command Post (CP) Common Operating Environment (COE) computing 
hardware. 

Figures 3 and 4 provide an idea of the performance parameters in the Army Network. 

 
Figure 3: WIN-T Radio Performance Metrics - UTI  

(Source: CS 14 Network Design Book DRAFT 30 April 2013) 
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Figure 4: LTI Radio Performance Metrics  

(Source: CS 14 Network Design Book DRAFT 30 April 2013) 
 

 

Spectrum availability and performance will vary with location and other conditions. 

The LTI consists of the Blue Force Tracking (BFT) systems (see Figure 5) and SRW radio 
systems within CO and PLT. POP and SNE components allow for integration between LTI to 
UTI.  SNAP allows for secure cross-domain exchange of both SIPR and NIPR at the CO level 
between LTI and UTI.  
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Figure 5: Blue Force Tracker Network  
(Source: CS 14 Network Design Book DRAFT 30 April 2013) 

 

Further detail of the mid and lower tiers, which connect to the WIN-T Incr. 2 upper tier, is 
provided below. 
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Figures 6 and 7 below show a mid-tier net with and without WIN-T.  The default configuration is 
with the WIN-T network, shown in Figure 6, and the Figure 7 configuration is only utilized for 
data, and only when WIN-T Net Centric Waveform (NCW) Beyond Line of site (BLOS) is not 
available.  Not shown in the figures are transport interface points located in Command Post 
Platform (CPP) systems that house unit voice and data radios located at Battalion and Brigade 
Command Posts (CP). 

  
Figure 6: Transport Between BN and CO with WIN-T NCW BLOS Available 

(Adapted from  CS 14 Design Book DRAFT 30 April 2013 and NIE 13.1 NW Map) 
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Figure 7: Transport Between BN and CO with WIN-T NCW BLOS Not Available  
(Adapted from  CS 14 Design Book DRAFT 30 April 2013 and NIE 13.1 NW Map) 

 

Figure 8 shows an SRW radio net in the Lower Tier network. The network design incorporates 
several new capabilities for the dismount and mounted soldier. The Joint Tactical Radio System 
(JTRS) Handheld, Manpacks, Small Form Factor Manpacks (HMS-MP), Soldier Radio 
Waveform (SRW) appliqués, and Rifleman Radio (RR) will enable both data and voice for the 
company and below over SRW. 
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Figure 8: Transport Lower-Tier Diagram 

(Adapted from  CS 14 Design Book DRAFT 30 April 2013 and NIE 13.1 NW Map) 

1.2. Transport Decomposition 

The DoD Information Environment Architecture (DoD IEA) capabilities do not map to Transport 
specifically, but the DoD IEA Connect Services do.  Here is a derivation of the DoD Information 
Environment Architecture (DoD IEA) services that correspond to Transport: 

 

Figure 9: IEA Connect Services Taxonomy, Transport Highlighted in Red 
(Source:  DoD IEA V2.0, Volume II, July 2012) 

The red-highlighted services in Figure 9 relate most closely to Transport.  Thus the IEA 
capabilities are reduced to the following: 
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Figure 10: Transport Services Derived from IEA Connect Services 
 (Source:  DoD IEA V2.0, Volume II, July 2012) 

The five services shown in Figure 10 provide sufficient granularity as a basis for the rules for 
Transport.  The following table provides the IEA definitions for the services, and these services 
are then used to construct the rules and group the Transport standards below. 

Commercial / Military 
Satellite Communication 

Services 

This service provides telecommunications through the use of communications satellites 
to receive signals from antennae on the Earth's surface, or from other satellites, amplify 
the signals, and beam them back to Earth. 

Internet Protocol (IP) 
Based Networking 

Services 

This group of services provides for the seamless transmission of information (voice, 
video, or data) by using the set of communication protocols used for the Internet and 
other similar networks. 

Wireless Communication 
Services 

This service provides communications via radio frequency,  microwave, or infrared (IR) 
short-range that transfer information without the use of wires. 

Wired Communication 
Services 

This service enables the transmission of data over a wire-based communication 
technology, typically via telephone lines, cables, and fiber-optic communication. 

End User Device 
Services 

This service provides end user computing devices and the management of those 
devices. 

 

2.0  Transport Standards 

2.1 Standards Status Definitions 

Standards are classified according to the following status scheme: 

• DIG (DISR Information Guidance) - standards that are listed as Active Information 
Guidance in the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this 
document publication date. 

• DP (DISR Pending) - standards that are Emerging in the DISR Baseline 13.2 and are 
expected to at some point to be moved to Mandatory. 
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• DR (DISR Repository) - standards that are Mandatory in the DISR online repository in 
the DOD IT Standards Registry (DISR) Baseline 13.2, current as of this document 
publication date. 

 
The intent of this classification is to assist vendors and stakeholders in identifying the particular 
standards and technologies planned for use by the Army in the NIE events.  

2.2 Rules Based Approach 

For each rule, the applicable standards will be listed in the Standards table.  

Here is an example: 

MIL STD 1234 Variable Message Format Alpha DR 
 
This table will have three columns: 

• Standard ID – The identification of the Standard (MIL STD 1234 in 1st column above) 

• Standard Title – The title of the Standard (Variable Message Format Alpha in 2nd column 
above) 

• Standard Status – The status of the standard as stated in Section 2.1 (DR in 3rd column 
above) 
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2.3 Transport Standards and Operational Context 

Figure 11 illustrates the Army Principles Construct concept, which builds a common thread from 
statement of the capability, through the implied business rule, to the technical implementation.  
The services are used below for the rules into which the standards are grouped. It provides an 
overview of Transport Network – Standards Overlays.  The diagram shows that satellite 
communication services are used throughout the formation; IP-based networking services are 
used from PLT leader and up, as IP is not yet universally available down to the tactical edge; 
wireless communication is now available down to the PLT vehicles; wired communication is only 
available at CO CP and above, and is limited; and end user devices are in use throughout the 
network, but largely from CO CDR and down. 

 
Figure 11: Transport Rules vs. Echelon 
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2.3.1 Commercial Satellite Communication Services 
 

[Desired goal or condition]  
will 

[Required actions] 

[Telecommunications through the use of communications satellites] 
will 

 [require to receive signals from antennae on the Earth’s surface, or from other 
satellites, amplify the signals, and beam them back to Earth.] 

 

Commercial Satellite Communication Services Standards 

IESS-308 Rev.11 
Performance Characteristics for Intermediate Data Rate Digital Carriers using 
Convolution Encoding/Viterbi Encoding and QPSK Modulation (QPSK/IIDR), 
Revision 11, 31 January 2003 

DR 

IETF RFC 5136 Defining Network Capacity (Feb 2008) DIG 

MIL-STD-188-164A(3) Interoperability of SHF Satellite Communications Earth Terminals w/Change 
3, 25 August 2009 DR 

IETF RFC 4448 Encapsulation Methods for Transport of Ethernet over MPLS Networks, April 
2006 DR 

ITU-T G.808.1 (2/2010)  Generic Protection Switching - Linear Trail and Sub network Protection, 
February 2010  DR 
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2.3.2 Internet Protocol (IP) Based Networking Services 
 

 [Desired goal or condition]  
will 

[Required actions] 

[Seamless transmission of information (voice, video, or data)] 
will 

 [require the set of communication protocols used for the Internet and other similar 
networks.] 

 

Internet Protocol (IP) Based Networking Services Standards 

MIL-STD-188-164A(3) Interoperability of SHF Satellite Communications Earth Terminals w/Change 3, 
25 August 2009 DR 

MIL-STD-188-243 Tactical Single Channel (UHF) Radio Communications, 15 March 1989 DR 
 
 

2.3.3 Wireless Communication Services 
 

 [Desired goal or condition]  
will 

[Required actions] 

[The capability to transfer information without the use of wires] 
will 

 [require communications via radio frequency,  microwave, or infrared (IR) 
short-range.] 

 

Wireless Communication Services Standards 

IEEE 802.16-2009 IEEE Standard for Local and Metropolitan Area Networks Part 16: Air Interface 
for Broadband Wireless Access Systems, 29 May 2009  DR 
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2.3.4 Wired Communication Services 
 

 [Desired goal or condition]  
will 

[Required actions] 

[Use of telephone lines, cables, and fiber-optics for communications 
transport] 

will 
 [require wire-based communication technology for transmission of data.] 

 

Wired Communication Services Standards 
 No standards at this time   
 

2.3.5 End User Device Services 
 

 [Desired goal or condition]  
will 

[Required actions] 

[The ability of users to use an individual end user device] 
will 

 [require services for support and management of those devices.] 
 

End User Device Services Standards 

IESS-207 (Rev.4) 

INTELSAT Earth Station Standards (IESS-207 rev.4); Standards A, B, F and 
H, Antenna and Wideband RF Performance Characteristics of C-Band Earth 
Stations Accessing the INTELSAT Space Segment (4 and 6 GHz Frequency 
Bands). 10 March 2005    

DR 

MIL-STD-188-164A(3) Interoperability of SHF Satellite Communications Earth Terminals w/Change 3, 
25 August 2009 DR 

 
MIL-STD-188-242 
 

Tactical Single Channel (VHF) Radio Equipment, 20 June 1985 DR 
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Appendix 1: Implementation Details 
Consider the following standards, which are not listed in DISR or elsewhere: 
 
Section Standard ID Standard Description 

2.3.1 Commercial Satellite 
Communication Services 

MIL-STD-188-EEE Interoperability and Performance Standard for full-mesh MF-
TDMA SHF SATCOM, March 2007; This MIL-STD applies to 
the Network Centric Waveform (NCW) 

MIL-STD-188-XXH Interoperability Standard for High Band Networking 
Waveform (HNW) Heterogeneous Networking (HETNET) 

MIL-STD-188-XXJ Interoperability Standard for High Band Networking 
Waveform (HNW) Physical Layer 

2.3.4 Wired Communication 
Services 

MIL-STD-188-XXY Interoperability Standard for Wideband Networking Waveform 
(WNW) Physical Layer 

MIL-STD-188-XXX Interoperability Standard for Wideband Networking Waveform 
Management 

2.3.5 End User Device 
Services 

MIL-STD-188-XXH Interoperability Standard for High Band Networking 
Waveform (HNW) Heterogeneous Networking (HETNET) 

MIL-STD-188-XXJ Interoperability Standard for High Band Networking 
Waveform (HNW) Physical Layer 

MIL-STD-188-XXS Interoperability Standard for Soldier Radio Waveform (SRW) 
Management; Ground Mobile Radio 

MIL-STD-188-XXT Interoperability Standard for Soldier Radio Waveform (SRW) 
Management; Ground Mobile Radio 
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Appendix 2: References 
 

1. DoD IEA V2.0, Volume II, July 2012 
2. CS 14 Network Design Book 30 April 2013 DRAFT  
3. NIE 13.1 Network Map 
4. The Mission Command Essential Capabilities (MCEC) White Paper, 1 Dec 2011 
5. INITIAL CAPABILITIES DOCUMENT FOR Network-enabled Mission Command, 1 Dec 

2011 
6. Mission Command On The Move (MCOTM) Concept of Operations (CONOPS) Draft: 

Version 0.8, 9 April 2013  
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Acronyms 
 
3G/4G – Third Generation/Fourth Generation 
AASLT - air assault 
AR - armor 
ARCYBER - Army Cyber 
ANW2 – Advanced Networking Wideband Waveform 
AV - aviation 
BCC -- Battle Command Collapse 
BDE - brigade 
BLOS – beyond line-of-site 
BN - battalion 
BSB - brigade support battalion 
BSTB - brigade special troops battalion 
BTB - brigade troop battalion 
C5ISR – Command, Control, Communications, Computers, Combat Systems, Intelligence, Surveillance, 
and Reconnaissance 
CAB - combat aviation brigade 
CAV - cavalry  
CM - chemical  
CO – company 
CoCP – company command post 
CS - combat support  
CSSB - combat sustainment support battalion 
DIV - division 
DOTMLPF – Doctrine, Organization, Training, Materiel, Leadership, Personnel, Facilities 
E2E – end to end 
EA - Enterprise Architecture 
EN - engineer  
E-UGS – (Expendable) Unattended Ground Sensors 
FA - field artillery 
FDT&E – Force Development Test and Evaluation 
GNOMAD -- Global Network On-the-Move Active Distribution 
GRD AMB - ground ambulance 
GS - general support 
HARC GMR -- High Antennas for Radio Comms-Ground Mobile Radio 
HBCT - heavy brigade combat team 
HCT - human intelligence collection team 
HHB - headquarters and headquarters battalion 
HHC - Headquarters and Headquarters Company 
HMS – Handheld, Man Portable Small Form Fit 
HQDA – Headquarters Department of the Army 
IA - information assurance 
IBCT - Infantry Brigade Combat Team 
ID - Infantry Division 
IN - infantry 
IOT&E – Initial Operational Test and Evaluation 
JBC-P -- Joint Battle Command-Platform 
JCR – Joint Capabilities Release 
JENM -- JTRS (Joint Tactical Radio System) Enterprise Network Mgr 
JIIM - Joint, Interagency, Intergovernmental, and Multinational 
MAKO ISR -- Miniature Aerostat Concept Intelligence Surveillance and Reconnaissance 
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MANET – Mobile Adhoc Network 
MCCPS OTM -- Modular Company CP System on the Move 
MEB - maneuver enhancement brigade  
MED - medical 
MX - mechanized  
NeMC – net-enabled mission command 
NET/NEF – network equipment testing/network equipment fielding 
NetOps – Network operations 
NIE – Network Integration Evaluation 
NID – Network Integration Division 
NIK – Network Integration Kit 
NIR – Network Integrated Rehearsal 
NW -- Nett Warrior 
OPCON - operational control 
OTM - On the move 
PLT - platoon 
RDN -- Rapidly Deployable Network 
RF WNS – Radio Frequency Wideband Networking Solutions 
RR – Rifleman’s Radio 
RVCS -- Radio Voice Cross banding System 
SAASM -- Selective Availability Anti-spoofing Module 
SIG – signal 
SUST - sustainment 
SINGARS PLI -- Position Location Information 
SINGARS RBCI -- Radio Based Combat Identification 
SOS-I – System of Systems Integration (Directorate, ASA-ALT) 
SUE – System Under Evaluation 
SUGV -- Small Unmanned Ground Vehicle 
SUT – System Under Test 
TIM – Technology Interchange Meeting 
TM - team 
TUAS - tactical unmanned aircraft system 
WIT – Warfighter Initialization Tool 
WIN-T Inc 2 – Warfighter Information Network - Tactical, Increment 2 
WNAN – Wireless Network after Next 
WNW – Wideband Network Waveform 



NIE Technical Architecture Feedback: Please take a few minutes to provide some essential feedback on the 
documents.  We are grateful for any responses received as they will assist in better serving industry and 
the Warfighter.  Please return completed feedback form to oliver.j.ford.fm@mail.mil (copy to 
ralph.m.walton.mil@mail.mil) NLT 2/10/14. Thank you. 
1)  Has it increased your understanding of the network design: minimally, partially, significantly? 

Comments: 

2)  How useful has this documentation been to your preparation and submission for the NIE?   

Comments: 

3)  Which areas need improvement within the document; to include notable gaps/omissions? 

Comments: 

4)  Would you be able to prepare for the NIE without it? 

Comments: 

5)  What are the other sources for your development work that you would use in place of this document? 

Comments: 

Contact info:  

 

mailto:oliver.j.ford.fm@mail.mil
mailto:ralph.m.walton.mil@mail.mil
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